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SUMMARY

At the time when the purchase of a computer for data acquisition and
control of experiments was under consideration, a time-sharing
system seemed to be indicated to handle the heavy work load expected,
but there was some doubt about the feasibility of operating such a
system on a8 mini-computer in the NIPR environment. To avoid the
possibility of purchasing equipment which might not prove adequate,
the suppliers were asked to lend the NIPR those items which were
specifically reguired fpr time-sharing so that a feasibility study

could be carried out.

The feasibility of the system was determined by experience with it
in real-time data collection in on-going projects, and by experiments
in which the effects of time-sharing were measured during crucial

operations.

The results of the study showed that the system performs adequately

and that it satisfies the needs of researchers. On the Varian mini=-
computer the VORTEX operating system, tespite its large core overheads,
provides an effective time-snaring system that enables real-time
programs to be run together with program development and testing.

The terminals provided gave adequate control from remotely situated

laboratories,

The study showed that time-sharing real-time data collection is feasible
in the NIPR en@irunment and therefore it is recommended that the

loaned equipment be purchased.
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Chapter O Intrcduction

In the early 1970's it became apparent that several divisions

of the NIPR required a mini-computer for their research., In
analysing their needs it was found that the various functions

the computer would be called upon to perform fell into one of
three broad classifications : data collection, data analysis,
and experimental control. The most urgent requirement and the
most demanding in terms of computer capability was the monitoring
and sampling of various physiological functions such as the
electroencephalograph. The data analysis the mini-computer would
be expected to perform would be simple and undemanding in terms
of scheduling; most analyses would be performed on a large digital
computer. Experimental.control, offering the new possibility of
presenting stimuli to subjects in varying combinations of type,
duration, intensity, at regular or random intervals etc. in a
rigidly controlled and repeatable manner was also foreseen as a

reguirement in the near future,

The request for the services of a computer was identified to come

from three divisions. The Neuropsychology Division required a
computer urgently and expected tc use it continuously. The
Personality and Temperament Division, and the Psychometric

Division had less urgent needs and expected to make use of the
computer intermittently., The choice was seen to lie between the
purchase of one dedicated machine to be followed later by a second
‘general purpose mini-computer or a single larger machine capable

of multiprogramming. The first alternative would prove to be

more expensive in the long run, and would not provide the other
divisions mifh adequate opportunities for development in the immediate
future, Another consideration was that the acquisition of funds for
the purchase of the second machine a year or so after the first might
prove difficult. On the other hand there was considerable controversy
over the feasibility of multi-programming on mini-computers. It was
decided, therefore, to purchase a single machine and reach agreement
with the supplier whereby the additional equipment required for multi-
programming would be loaned for a period during which a feasibility

study would be carried out.



The Structure of the Report

This report describes the circumstances leading up to the
feasibility study, the equipment &nd software used, the results

of the experiments performed and conclusions that can be drauwn,
Details of the functions which the various projects of the NIPR
require of the mini-ccmputer are presented in chapter 1. Chapter 2
indicates the expected usage, time-wise, of the mini-computer by the
various projects. Chapter 3 examines the pros and cons of time-
sharing on a mini-computer and chapter & discusses the proposal to
undertake a feasibility study to resolve the question, The basic
configuratinn and the accditional equipment required for the feasibi-
lity study is given in crzoter 5, while chapters & and 7 give a
detailed description of the relevant hardware and software. The
verification of the feasiﬁility study is discussed in terms of the
data handling capacit. of the system in chapter 8, the practicality
of time-sharing real-tine progrems in chapter 9 and the results of
experience with the systenm in crnapter 10, The.recommendations

resuliting from the study arg presented in chapter 11,
g % 8
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Chapter 1_ The Purposes For Which the NIPR Reguired a
Mini-Cdmputer

1,1 Requirements of the Neuropsychrlogy Division

The principal work of the division involves monitoring neurophysio-
logical functioning by amplifying and recording the electrical
potentials generated by the nervous system., The electrical signals
thus derived were (and tc some extent, still are) evaluated by
subjectively scanning the graphic output of the electroencephalograph
or by making a multitude of measurements by hand. Some years ago

a small special-purpose device, a Computer of Average Transients (CAT),
was acquired by the Division, This device provided new analysis
capabilities and relieved much of the manual work, but is limited in
many respects when compared to a modern mini-computer. The increasing
volume of work, the growing backlog of only partially analysed data

and the need to apply scphisticated modern procedures created the need
for computerised acquic:tion and conversion of data to a form suitable
for further processinc =rng znalysis and off-line storage., The analyses
required included digita. filtering, period-amplitude and Fourier
analyses of the EEG, and the detection and measurement of characteristies

of the evoked response.

The following is a précis of the requirements of the Division as set

down in a memorandum by Or. R.D. Griesel dat=d lith January 1972,

The techniques that a ccmouter facility would extend or make possible
included

(a) Evoked Response. Studies of brain patentials evoked in responss

to visual, auditory and/or somatic stimuli would particularly
benefit from a computer controlled facility. Current experiments
used manual metrods of control, or special but limited hardware.
The computer would slso allow more accurate and detailed recording
of the evoked response than the currently used special purpose
Computer of Average Transients (CAT). Projects that would use
this facility are 70/11, 6L/42 and 63/3,



(b) Contingent Negative Variation, A facility which the computer

makes possible is the presentation of conditional stimuli,
according to a programmable vafiable reinforcement schedule,
for studying the amount of uncertainty people will tolerate
for allowing the development of the electroencephalographic
centingent negative variation., Projects that would use this
facility are 64/3 and 70/11 as well as military and road

safety projects.

(c) Complex Stimulation. The computer would make feasible the

presentztion of complex visual stimuli on the visual display
unit, or tachistoscopic presentation of visual stimuli, at
automatically controlled programmable rates of information
presentation., Projects that would use this facility are 70/11,

6L/42, 63/3 and 64/3 as well as military and road safety prcjects.

(d) Controlled Stimulation. The computer would be used to present

stimuli only when certain conditions exist in the central nervous
system. This facility would be incorporated in the programs

prcviding the anove functians,

Projects in the Neuropsychology Division Requiring the Use of a

Mini-Computer

Project 64/L2 Study o¥ visual and auditory perception in
gifferent racial groups. The research aims at
developing adeouate tests of visual and auditmy
functioning to allow a comparative study of a
White ana Bantu groups.

Project 70/11 : EEG and intelligence, The research aims at

investigating the validity of measures of central
nervous activity (as measured by the electroence-
phalographic signals evoked by a stimulus) for
predicting performance on intelligence tests. The
greater objectivity of the psychophysiological
measures and their relevance ir certain theories
regarding intelliective functioning would make them
the preferred method of assessing intelligence in a
way unaffected by the cultural assumptions inherent

in traditional intelligence tests.



Project 71/17 :

Project 63/3

Project 64/3

Other Projects :

EEG and psychomotor development. This project aims
at documenting in terms of both electroencephalo-
graphic and psychomotor measures the rate of
maturation of the normal Bantu child, The earlier
studies of the NIPR concerning the effects of
malnutritution on behavicur will be extended to
assess the influence of infantile malnutrition on

development as assessed in the above-mentinned way.

The EEG, behaviour and brain damage. Although one
aspect of this study includes the provision of a
clinical assessement of the degree of brain damage
found in certain cases of behavioural aberration,
the project allows the acgquisition of normative data
and the investigation of the relationship between
these electrocerebral measures and behavioural and
neurmlogiﬁal assessmerts of the extent of brain

damage.

Normal nehaviour and brain function. 0On the basis
of certairn theoretical considerations it is expected
that electrocerehral measures, including the EEG
measures of speed of reaction to a stimulus, will be
predictive of an individualfs temperament as

assessed psychometrically.

Saome projects not forming part of the Division's
generali ressarch programme but relevant here are
the clinical electroencephalographic assessments
performed from time to time and a fairly heavy

commitment tc gutside bodies with regard both to
similar clinical screening services and research

into psychophysiological problems,

1.2 Requirements of the Temperament and Personality Division

The need of the Division for the use of a mini-gomputer was set out

in the third report of the sub-committee for assessing future needs

for D.P. equipment in 1971 and in a memorandum by Miss E, Spies

dated 25th January 1973, The computer would be used for data recording



of physiological responses, test item presentation znz on-=line
computation. Specifically, in project 64/19, Measurement of
Effort, a computer was required to enable r=liable measurement

and recording of the heart-rate and several variables with which
it is associated. The mini-computer would also make it possible
to control accurately the stimulation producing various conditions
of mental load (usually choice reactior in experimental studies),
Preliminary analysis of the data would also be done on the mini-

computer.

1.3 Reguirements of the Psychometrics Division

The Psychometrics Division set out its proposed immediate and future
real-time computing requﬁrements in the third report of the sub-
committee for assessing future needs of D.P., equipment at the NIPR
in 1973 and in a memorandum by M.A. Coulter dated 25th January 1973,
Project 64/7, Rate of Informetion Processing (RIP), required the
computerisec presentation 0f stimuli on a visual display unit to

a subject at increasing rates and the computerised scoring of

the testeeis response. The test measures the sheed at which a
person can receive, evaluate and act on perceptual information. The
test has been implemented and used as part of a selection battery
for pupil pilots, but difficulties in administering anc manually

scoring the test have caused it to be dropped from use.

*Future needs of the division for real-time computing facilities
concerned with test presentation were envisioned as the following :
(a) the-investigatior of memory processes,
(b) the temporal integraticn of visual information,
(c) the attentional and selective aspects of information
processing,
(d) testing tailored to individual requirements, and
(e) testing with feedback.

All these projects require a visuwal dispiay terminal attached to a

responsive computer with data storage and timing facilities.



Chapter 2 The Expected Usage of the Mini-Computer

A surwvey was carried out in early 1972 to assess the expected work
load on the mini-computer. The estimates of the expected usage of

the mini-computer were derived from a questionnaire that was completed
by the divisions that expected to make use of the machinme and other
members of the NIPR with relevant experience. Although the estimates
could only serve as rough g.iidelines, they were made by experienced

people and definite conclusions could be drawn.

The course of an experiment requiring the use of a mini-computer was
broken down into six stages and the six participants in the survey

were asked for their estimates of the time needed to complete each
stage. The results shown in Table 2.1 ranged from two to ten months.
The total requirements for the research program of each division is
given in Table 2.2. This estimate of two years to work through the
current research program of the Institute made no allowance for the use
of the machine for other purposes and assumed that there would be no
delays in scheduling pi1ojects to use the computer. Two years was
therefore a minimum estimate and the total time was thought to be

more likely to be between three and four years.

Table 2.1 Estimates of Time to Complete & Project by Division

No. of days for a project

EEG ERGONCMICS PSYCHOMETRICS

Experimental phase

1. Setting up apparatus and getting

it to work properly. 60 30 5
2. Compilation and testing prcgrams v

for controlling the experiment

and recording data. L3 5 2
3, Trial runs with live subjects and

the complete setup. L 5 3
L, Production - conducting the

experiment 20 8 22
5. Compilation and testing programs

for simple analyses. 23 5 1
6. Analyses. 100 8 1

Total number of days 250 61 34

Delays : 5% computer down, 5%

apparatus down, 10% other. 50 12 7

TOTAL NUMBER OF DAYS 300 73 L1

TOTAL NUMBER OF MONTHS 10 L 2




Table 2,2 Estimates of Total Divisionsl Szdicaved

y
-5

Computer Time Recuiremsn’

Psychometrics ' 5 months

Temperament and Personality 4% monthe

Neuropsychology 13 months

Total time for 7 projects 22% monihs or approx. 2 years

Note : In estimating divisional dedicated reguirements, it was
assumed that constructing experimental apparstus and getting it to
work would require only intermittent access to thz computer and the
main part of this would be overlapped with work on cther projects and
that this would also apply to a lesser extent to the compilation and
testing of programs and trial runs with live subjects. Average times
were obtained by weighting estimates according to the experience of

the estimator,

Subsequent experience has shown that the Ergonomics and Psychometrics
experiments reguired more than twice the time originslly estimated.
Unfortunately, no comparable information is swvailable for EEG

experiments as yet.

Admitting the rcughness of the estimates,; the conclusion was neverthe-
less inescapable that there wes too much work for a single computer

to handle in serial fashion, As tihe wurgent need to process the large
volumes of data generated by EEG projects vould tend to lock out the
development of programs needed for the experiments of the twec other
divisions, an acute cenflict over comsuter vzooudrocos conlil Bo
anticipated. It was therefore necessary to consider the simultaneous

multiple use of the computer, or the acguisition of twc machines.
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Chupter 3 Pros and Cons of Purchasing a Time-S-aring

Mini-Computer

The question whether tige=sharing on & mini-computer is practical

is the subject of some controversy and cannot be answered in general.
The answer depends on the desired application, on the available
tecrnology and on the zurrent "staote of the art"™. At the time the
question was being considered in late 1972, Uttal, an eminent authority,
was arguing @gainst the use of smalil zomputers in a time-sharing

fashion in the laboratory (1).**

The general argumerts for time=sharing are that it allows more
effective use to be made of the CPU and that it allows one computer
to do the work of two c:i more. Arguments against time-sharing in the

laboratory are the following :=

(1) The computer cannot service more than one user requiring
rapid response as the first user to be served will lock

cut all other users.

{ii) Operating system ocverneads are relatively heavier on

mini~computers bezause of limited hardware and instructions,

{(iii) The cost of additicnal peripheral equipment to support
time~gnaring may be greeter than the cost of purchasing

additional cocmputers.

(iv) A time-sharing system requires a large programming effort

to implement.

At the time of the deuision on a time-sharing system for data
acquisition in the NIPR's laboretories there were several manufactures
of mini-computers that offered time-sharing facilities as n=rt of the
standard software for their machines. Thus the fourth argument fell

away .

The controversy is still very much alive : In October 1973 an
entire session of The Third National Conference on the Use of On-line

Computers in Psychology held at S5t. Louis, Missouri was devoted to
actual time-sharing and multiprogramming applications.(Z) In May 1975,
Datamation carried an article by B.K.P. Horn and P.H. Winston arguing

that the end of time-sharing is in sight.(j)
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Mest of the mini-computers on the market had interrupt systems

to allow rapid program switching with low software overheads. The
actual data collecting routines were expected to be short and simple,
so that the time taken to process an interrupt would be very short.
The data rates required by the NIPR projects were not high in
comparison to typical mini-computer processor speeds - the maximum
being 16 channels of data to be sampled every millisecond - and it

was estimated that the time to read the data at this rate and transfer
it to off-line storage would require about half a millisecond in every
millisecond of CPU time. Most projects reguired much lower sampling
rates., Thus timing considerations were not expected to pose any
problems and arguments (ii) and (iii) were not expected to apply in

the NIPR environment.

The position was therefore that, if it could definitely be established
that time-sharing was feasible in the NIFPR situation, i.e. that the
above arguments were valid, then the deciding factor would be the

cost of a computer capab:e of time-sharing compared with that of

two dedicated machines, or, more accurately, the cost/benefit ratio.
It is not strictly possible to compare a time-shared system with a
non-time-shared system with equivalent experimental control facilities
since each system will have facilities that the other does pot have.
for example, the time=sharing machine will be the larger and will
therefore allow program development to take nlace more rapidly and will
allow larger analysis type programs to be run. Bearing this in mind,
‘the costs of two configurations guoted to the NIPR in early 1972 were
8s follows. One system was a Varian, configured for time-sharing at

a cost of R53,350 and the other was a non—t{me-sharing system costing
RL5,000, viz, a difference of R8,350. A second, smaller machine with
8k memory, a teletype, a clock, an analogue to digital converter and a
casette tape for communication with the larger machine (which would also
need a casette tape) would cost R14,700 which is about twice the
additional cost of the time=-sharing system. It was also known that
the first extension to the system would be a display unit for
portraying the parameters of EEG data on-line so that the

recording apparatus can be kept in step with changing conditions in

the experiment, To fit a display unit on the smaller machire would
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cost RB700 for the screen and interface wheareas these additions

would only cost R4L500 in the Varian machine., In this case, the

difference in cost would be R10,500 in favour of the time-sharing

system, Anticipated later needs for other peripherals such as

printers, plotters, and additional memory capacity for both machines

tips the balance still further in fawour of the single machine. On this
rough basis, the advantage in cost appears to lie with the time-sharing

system,

(1) Uttal W.R. Misuse, abuse, overuse and unuse of on-=line
computer facilities by psychologists.
Behav. Res. Meth, and Instru;, 1972, Vol 4 (2) pp 55-=60,

(2) Procseedings published in Behav. Res. Meth, and Instru; 1974,
Vol & (2).

(3) Horn B.K.P. and Winston P.H, Personal Computers.
Datamation 1975, vol. 21 (5),
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Chapter &4 Proposal to Undertake a Feasibility S5i:.dy

The propaosal to use a mini-zomputer in time-sharing mode to sample
data from two or more experiments simultaneously appeared feasible
on theorefical grounds as worked aut-from program specifications,
Camac speeds, magretic tape and disk data rates and CPU processing
times, But, because the performance of a system in practical
situations often presents problems unforeseen in theoretical studies,
it was decided to undertake a feasibility study before actually

,burchasing a full sysiem.

Five propositions were put forward to be tested, i.e. that :-

(1) Computer participcticn in NIPR experiments could be
adequately handied from terminals located in laboratories
remote from the computer. In the case of EEG experiments,
the termirnal wes to be equipped with a display unit a key
hoard and grzphic and hardcopy facilities,

In the case of Persorality and Temperament experiments and
Psychometrics experiments thé terminals were to be equipped
with a teletype ard a visual display unit with a keyboard

respectively.
(2) Two typical NIPR experimerts could be run simultaneously.

(3) The minimum arcunrt of core memory required would be
20K or 24K, =

take 6K, ard the Fortran compiler 8K so that to run a

¢

JYORTEX operating system was expected to

Fortran compiiztion and cne foreground, data gathering

program wctild reguire more tnan 16K,

(4) The disk and tape wunit could handle the maximum data rates.

for sterane and spoolirg.

(5) A teleprinter would suffice for the printing that was

necessary.



5.1

5.2

I

hapter 5 Hardware andrﬁgftmajgugqedrfgr the

Feasibility Study.

Cenfiguration chosen for the feasibility study.

The precise details of the equipment chosen for the feasibility
stuoy are given in appendix Rl, The essential features of the
system are as follows. The computer is a Varian V73 with hardware
muitiply/divide, 24¥ 16 bit words of memory, an operator's teletype,
a disk, ard a magnetic tape drive., The data loéging facilities are
catered for by a Berer Camac crate containing an amalog to digital
COFvérter, a 16 chernel multiplexar, two clock/timers, and two 1/0
fegistere. The remote terminals are equipped with : (1) a Tektronix
display unit with grapbic and hardcopy facilities, (2) a teletype,
and (3) an Infoton teletype compatible aisplay screen. Cables run
to each terminal for conmectinrg experimental apparatus directly to

the Camac units, A smal. line printer was added to the system later.

Computing Facilitiee,

Typical instruction times im core memcry range from 66C nanoseconds
for loadirg a register ic 664. pancszconds 1 a divide instruction.
The computer and Camaz have extensive interrupt facilities and the
VCRTEX disx-nDas=za operating system whick is being used to run all
programs on the machire, supporis multi-programming. These features
provide for rapid task switching when an interrupt is received. With
this configuration it is possible to run pfograms for two experiments
simultanecusly (providing the programs have no conflicting peripheral,

Camac or memory requiremenrts).

Standard software which includes Foriranm and an assembler with high
level macre support ror peripheral 1/0 and file handling facilities,
allows the computer to support all proposed program development,
However, the computer does not have floatirg point hardware, and fixed=-
point arithmetic is perfecrmed on 16 bit words, so only the simpler

forms of oata analysis are possible,
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5.3 Camac Cagabilities

The Camac system interfaces the computer with the experiment : the
Camac crate contains modules for reading analog signals, reading
and writing digital data, controlling sampling times and connecting

outside (experimental) events to the computer's interrupt system.

5.4 Resource Allocation

The followirg tables show the hardware requirements of different
classes..of experiments (Table 5.1) and the consequent restraints
this imposes on multiple operatior (Table 5.2)

Table 5.1 Resource Reguirements.

EXPERIMENT RESOURCE
- 0 = = 2] = Hl=laolaolcs
= | F S| ololalolzz
m =2 = — (w) 0O M=
T C m m — 2 P X X (Ox>r
W - — T m m N N =
cm = = r ajo]l 41 4
pel [ap] (ap ] m — — — — —
— O X wn (3] = = 2
c o — m — — m m —
s — pe) pa) m m ) pa) m
— wn Rs) ps s pa
2 X m ' S
“1 A ~ ~
\/ Z
11111~
Secs
TEG(1) - DATA SAMPLING | 0,5 or T{orD]| = * .
EEG(2) - EVCKED RESPONSE c,5s or T{orD] * . * .
ZEG(3) - CAT DATA TRANSFER{ 0,05 | or T} or D *
£CG - DATA SAMPLING { 0,3 or T| or D. * * *
RIP - DATA GATHERING § 0,01 | or T] or D . .
TEST PRESENTATION i 0,01 *

Note

(1) wn asterisk indicates the module or resource is required for
exclusive use of the particular experiment,

(2) In principle, all experiments may log their data to disk or to tape.

(3) The CPU times listed include system overheads, and are estimates
that were used in planning the study.
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Table 5.2 EXPERIMENT _COMBINATIONS.

EEG(1) | EEG(1)

EEG(2) C EEG(2)

EEG(3) P P EEG(3)

ECG C C p ECR

RIP P P P p | RIP

TEST ™ P P P P p | TesT
Nete :

(1) C indicates a conflict in resource requirements.
P indicates it is possible to run the two experiments

together.

(2) The table is derived from resource requirements given in Table 5.1,
Some EEG type (1) experiments &éy require exclusive use of the
disk ard will therefore conflict with the Test Presentation
experimernts, Also it would be possible for an ECG experiment to
share the ADC via the Multiplexer with EEG type (1) or (2)
experiments provided they did not need more than 15 channels,
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Chapter 6 Detailed D3scription of Relevant Hardware and
Its Operation

This chapter describes those features of the system that are
exploited by the experimental control programs, The instruction

set of the Varian 73 is not discussed as it contains all the
standard types of instructions (including hardware multiply and
divide but no floating point instructions) and no unusual commands,
The V73 interrupt system is described in the first part of this
chapter, together with the BIC and PIM I1/0 options, The second part
of the chapter describes the Camac system and the Camac modules that
are being used by the NIFR,

6.1 Varian 73 Interrupt and 1/0 Options

The standard 1/0 instructions transfer one word of data to or from

a peripheral device under CPU control, but there is the Buffer
Interlace Controller (BIC) option which permits peripherals to
transfer blocks of data directly to or from memory at rates up to

382 .720 words per second by implementing a cycle-stealing direct
memo:y access technique that allows the transfer of data to proceed

in parallel with other processing.Cycle-stealing trap requests inhibit
the processing of a stored program for only the memory cycle (i.e.

660 nanoseconds) required to transfer one word of data between

memory and the peripheral.

Data transfer by the BIC is established under program control. The
status of the BIC is tested and if it is not busy it is initialised.
The selected peripheral devices are then initialised and the BIC is
supplied with the initial and final addresses of a block in memory
for the data, The BIC is then activated, the peripheral started and
the BIC assumes control of the transfer of data, thus freeing the CPU
for other processing. An example of the use of a BIC is given in

the program segment shown in appendix A3,
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The Varian 73 includes an interrupt capability by which certain 1/0
devices (and options such as memory protect), can, on a priority
basis, request the computer to execute an instruction or series of
instructions independently of the program in progress. Following

an interrupt, the computer is directed to a memory address specified
by the interrupting device where it fetches and executes the
instruction (normally a jump-and-mark instruction) that results in
the processing of a service routine. The computer returns to the
original program though an appropriate jump instruction at the
conclusion of the routine. This method of directly connecting an
interrupt to the appropriate service routine eliminates the software
overhead encountered in some other machines where the operating
system has to periodically test whether a bit has been set in a
special register. The requirements for implementing an interrupt
handling routine under the VORTEX operating system are discussed in
chapter 7.

Standard Varian peripheral controllers are normally not capable of
generating an interrupt when they require attention because they
cannot provide the necessary memory address. This capability is
provided by the Priority Interrupt Module (PIM). A peripheral
controller connected to a PIM directs an interrupt request to the
PIM, which in turn implements the interrupt. Up to eight interrupt
lines can be serviced by one PIM, Interrupt requests are stored and
serviced in the order of their priority, which depends on houw the
connections to the PIM are made from the peripherals. The PIM has
an 8-bit mask register which can be used to enable any:br all
selected eight interrupt lines. Appendix AL gives the allocation of
interrupts as the machine was configured in July 1975, )
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6.2 CAMAC System_

6.2.1 Introduction to the CAMAC Concept

The Camac concept arose out of the need in nuclear physics

research to interface many different kinds of tfansducers, and
actuators to digital computers. A number of laboratories in the
United States and Europe have established a standard interfacing
system known as Camac, an acronym for Computer Aided Measurement

and Control. It consists of a number of bins dr crates, each of which
will accept up to 24 modules containing instrumeptation to be
interfaced to the computer. These modules will each have one or more

of the following functions:

Rccepting logical commands from a computer,
Sending status information to a computer,
Accepting numerical data from a computer, and/or

Sending numerical data to a computer.

Camac replaces the great variety of input-output equipment found in
various models of computers by a single nonproprietary design
standardised both electrically and mechanically to ensure compatibility

between modules supplied by different manufacturers.

At the rear of the crate, there is a dataway which provides power

to the modules and also links them to the computer. It is designed

to minimise the logic needed in a module and also to provide a

large repertoire of operations for the module designer. The archi-
tecture of the dataway is not patterned on the input/output structure
of any make of computer, and it is thereforé necessary to interface

it to the chosen computer, that is, to resolve the time and logic
differences between the dataway and the host input/output system.
ARlthough this may seem to be merely a case of shifting the interfacing
problem to a different part of the system, there are significant
advantages. The interfacing task is performed just once for all the
modules., The instruments and the computer are made independent and
either may be changed or replaced with no effect on the other. Thus
different combinations of modules, each combination representing a
particular electronic interface between the computer and experimental
apparatus, can be set up with no greater effort than placing the required

modules in a crate and plugging them together and to the external
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zpparatus, and several groups of modules, each handling a different
experiment, can operate in parallel. Formerly a different electronic
interface would have had to be constructed for each combination of
modules. The price which must be paid for this flexibility is the
addition of another unit variously called the interface, the branch

driver, the Camac controller or the Camac processor.

The CAMAC Control Hierachy

In summary then, the Camac system provides the following control
hierachy. Each module finds its home in a crate that secures it
mechanically and provides its interface to the power supplies and
the dataway. The dataway provides the means of interconnection

between the modules and the crate-controller within one crste.

Multicrate Camac systems are organised as one or more larger structurail
units called branches in which a branch highway provides the means

of interconnection between crate controllers, in up to seven crates,

and the branch driver. The branch driver is the interface betuween

the Camac system and the computer,

The CAMAC iLAM Concept

When a condition occurs in a module that reguires attention by the
computer the module germerates a signal on its LAM (Look At Me) line.
Eack station in a crate has a LAM line assicred to it individually.
Some of thes: way be directly connected the cowputeris interrupt
system via a PIM (se=z the tables in appendix AL) to enable service
routines to be invoked quickiy and with low software overheads. All
of the LAM limes in a crate are connected to a status line associated
with the crate, which appears as the BD (Branch Demand) bit in the
status word that the computer can read from the Interface or branch
driver. UWhen the BD bit is set, the computer may read the status of
all 24 LAM lines in a crate and thus determine which modules require
attention. Some modules may have more than one condition that can
cause a LAM to be set. In this case the condition must be determined

by specific test commands.
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6.2.2 The CAMAC System at the NIPR
Introduction,

The Camac system purchased by the NIFPR** includes modules to read
analog signals from up to sixteen channels, to read digital data
containing up to 36 bits, and to provide timing facilities to

enable sampling of signals at programmable intervals.

The analog to digital converter (ADC) is used to sample an input
voltage and convert it to a digital number which can be read by

the computer.

The multiplexer is used in conjunction with the ADC to select one of

sixteen input channels for conversion,

There are two clock/timers that can be used to initiate sampling

operations or programs at ﬁrogrammable rates with a basic time unit
of 0,1 milliseconds., Their LAM lines, which are set whenever a timer
interval has expired, are connected to the computer's interrupt

system thus enabling programs to he invoked at regular intervals.,

There are two Input/Output registers which esnable digital data to be
read by the computer. Their LAM lines are also connected to the
computer's interrupt system and are set oy external eguipment to

indicate that there is new data availaktle, 7This provides the
facility for = program to lie dormant in the computer, thus freeing
the processor for the wse of ~ther programs, until the experimental

equipment requires attention,

The interface (branch driver) has an option crucial to the success
of the feasibility study. This is the so-called Block Transfer

Option which by, effecting series of CAMAC operations independently
of the computer, allows data gathering to proceed in parallel with

other processing.

hahd The components of the CAMAC purchased by the NIPR are listed in
Table Al.

Descriptions- of the facilities and functions of each mocdule may be

found in appendix A5, in the manufacturer's manuals, and in a

report on Camac programming to be published by the NIPR,
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2lock Transfer of Data

The special features of the Varian BIC and PIM, the Camac ADC,
multiplexer, and clock/timer modules are exploited by the Block
Transfer Option of the Camac interface to allow data input to the
computer with a minimum of CPU invoivement in the data transfer process,
The fundamantal function of the Block Transfer Option is to issue a
specified Camac command a predetermined number of times., The way it

is used in a typical multi-channel data sampling program is as

follows :=-

The program must initialize

(1) the BIC with the initial and final memory address of where

it is to store the incoming date,
(2) the multiplexer with the first channel to te sampled,
(3) the clock/timer with the sample interval, acu

(4) the Block Transfer Option with the number of channels to be

samnled ard the Camac command to read data from the ADC.

The program then activates the blcck transfer and relirquishes
control of the computer so that the CFU is free to be used by another

pragram while the data transfer takes plesce in the following manner :

At the end of the sampling interval, the clock/timer generates a

signal which actually begins the data trzns®sr process. The ADC use
this pulse f¢ initiate the sampling of the signai on the first
multiplexer channel, and its conversion to a digital value. At the end
of the conversion, the ADC generates a pulse which signals the Block
Transfer Option in the interface to issue*a Camac read command to the
ADC. The value converted by the ADC is passed to the BIC which stores
it in the computer's memory without interrupting other processing.

The read command also causes the ADC to pulse the multiplexer to

cause it to switch to tre next channel. UWhen the switch has been
completed the multiplexer pulses the ADC (as the timer did) causing

it to begin a new sample and conversion. The cycle continues until the
count which was set in the Block Transfer Option has been reached when
an interrupt to the computer is generated., The interrupt processing
routine initialises the BIC and Block Transfer for the next sample and

processes the data in the required way.
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“he way this Block Transfer of data frees the CFU for processing

other programs during the data acquisitinn cycle is illustratecd

in the timing chart in Figure 6.2.

Figure 6.2 Timing Chert for Block Transfer of Data

CPU

BIC

Block Transfer Option

/
Clock/Ti
ock/Timer -
RGC _— !
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Multiplexer o _ ;
[ 1 _ 1 j
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From T T. the CPU is initislising the data transfer fupction.
From Ti toc Tr, whaeo tv° 'ast data word has been read, the CPU

is free. .

From T1 to T2 the clock is timing the sample interval.

T2 is the =2nd of the sample interval and the start of the data
transfer.

From T2 to T3 the ADC is converting the signal orn the first
data channel,

From 73 to T4 the Block Transfer is issuing the first read commanc,
At Tt the ADC recsives the read commznd, and passes the dat= to
the 9IC,

At T5 the ADC pulses the multiplexer.

From TS to T6 the multiplexer is switching channels,

At T6 the multipiexer pulses the ADC and begins to second cycle.

At Tn the Block Transfer Function signals the CPU that the required

number of data values have been read.



- 24 -

Chapter 7 Relevant Software

7.1 The VORTEX Operating System,

The VORTEX operating system of the Varian 73 computer provides

for multiprogramming for several fcreground programs (i.e. those
which reside simultaneously in memory and are processed according

to priority) and one background progrem which has the lowest

priority and is liable to be moved from memory to disk if foreground
programs require additional space. Jobs that are not time-dependant
are run in the background. The system also provides device-indepen-
dent I/0 facilities. Real-time processing is implemented by hardware
interrupt controls and software task scheduling, of foreground
programs, Tasks may be scheduled for execution by operator requests,
other tasks, device interrupts or the completion of time intervals.
Background processing operations, such as Fortran compilations or
DAS MR assemblies, are under control of the job control processor,
itself a VORTEX background task, and which is run whenever there is
sufficient memory and no foreground program is waiting to run.
Transfer of control between programs is effected by interrupts or by

scheduling.

Rll tasks are scheduled, activated, and executed by the real-time
executive (RTE) component of the operating system on a priority basis.

The services that the RTE provides include

Scheduling a task.

Suspending a task.

Resuming exegution of a suspended task.

Delaying the requesting task for a specified time.

Aborting a task.

The VORTEX Input/Output Control (IOC) component processes all
requests for 1/0 to be performed on peripheral devices thereby

providing a common, device-independent I/0 system.
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T VORTEX system is generated from a cnllection cf manufacturer
supplied programs on magnetic tape thus tailoring the operating
system, to the specific requirements «f each user installation. User
written programs, such as interrupt handlers, can be incorporated
into the operating system during tr# system generation process.

Each time new facilities such as new peripherals or new interrupt

processing routines are required the system must be regenerated.

7.2 CAMAC Programming under VORTEX.

In a multiprogramming environment two problems arise im real-time

applications using 2 system such as the Camac.

Firstly, programs must ensure that they do mot interfere with other
programs by simu.taneously using non-shareable resources, Since
VORTEX does not urovide the means of sllocating rescurces to =
particular task ana allowing tasks to queue Tor allocstion is anly
found in operating systems on larger machines, user pragrams must
provide these functicrnie far themselves, To provide these facilities
ort the NIPR macnine, a set of conventions has been drawn up and is
described in appendix A6 and in & -eport on Camac programming to be
mublisheon by the NIPR. Secocridly, vhe handling of interrupts must be
transparent tc all tasks rurning under YDRTEX (i.e, the tasks must
et have to take account of interrupts for ciher tasks) and it must
be donme in such 8 way 3s not to delay or ioterfers with time-critical
taskg., YDORITX nrovides for user written inuerrupt handlers to be
incorperatec inso L2 operating system at system gemeration time,
but, although ! :is seses the rsblem of ensuring transparancy, the
software overheaas in scheduling the task‘Qere estimated to be too
great. However, writing a non-sizndard interrupt handling orogram
turned out to be a relatively simple prabiem. The actual details

and an example program are given in apperaix A7,

In summing, the three possible w=zys of hancliing the Camac units under
YORTEX are :

(1) Incorcorating a driver into the operating system - This is
too costly in overheads.

(2) Incorporating a user-written interrupt handler routine -
This is also too costly in overhbeads,

(3) Writing a non-standard interrupt handler program invisible
to and outside the VORTEX system.
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Trie third possibility was the one choser for implsmer~tation at

the NIPR.

7.3 Data Collection

The primary purpcse of the Camac system 1s data acgquisition and so
the central function of the suppecrting software is that of data
acquisition and storage. In each data acgquisition program this

is accomplished by 3 independent, cooperating processes. The

first and main process, running as a VORTEX task, communicates

with the user and controls the data acquisition process and the data
storage process by providing blocks of storage in memory and by
allowing the user to specify certain parameters. The dsta acquisition
process is impiemerted as an interrupt routine that is invoked
whenever the appropriate interrupt occurs; e.q. expiratior of the
timer interval eor completion of a block transfer of data., This

task runs invisibly to tne VORTEX system arnd to all tasks running
under VORTEX, The third process, called the writer, rums as a
standard VORTEX task =5 thet it can use the standard aperating
system I/0 facilities for dumping data to disk or magnetic tape.

This orgaznisation is depicted in figure 7.1 belcw.

Fiouprse 7,1 Data Collection
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Cnhapter 8 The Verification of Data Spoolinc
Capacity

8.1 Data Transfer Rate

The rate at which data can be transferred to disk or magnetic
tape is crucial to the success of the feasibility study. The
first step, therefcre, was to measure the actual maximum data
rates that could be sustairced by the disk and the tape as opposed
to the theoretical values upon wihich the initial estimates of
Feaéibility had been based. Account also had to be taken cf the

effect other progrems cZoculd have on the data transfer rate,

To appreciste the results of ine experiments which are summarised

in table 8,1 belcw, some understanding cof the way in which data
transfer takes piaze is necessary. Data transfers to disk, to tape
and from the Camac take piace under control of the BIC option of

the Varian 73. In crapier 6 it was 2xplained that when the BIC
transfers a word of data to or from memory it inhibits processing

of the CPU for one memory cycle. I table 8.1 the maximum affective
tate at which data can be written tc the disk is shown to be 3%,95
words per millisecond. At this rate an average of one in 42,146
memory tysles are used by the BIC tu transfer a word out of memory,

For the magretic tape, the maximum rata of data transfer is 9,30

3

[

10

4]

i

words per mi cond, which corresponds to one in 162,920 memory
cycles, In tre worst gossible case, with data bezing written cut both
to disk and to tens at mesimuw rates and being read at 1é words per
miliisecond from the Camac system under Block Transfer, the total
data rate of 61,25 words gper millisezcond is achisved which reguires
one in 24,73 memory cycles, Ancther program running simultaneously
with the data trarsfers would therefore experierce a drop in CPU

speed of criy & ,04%%.
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Conclusions : The maximum data rate that the disk will support,

35 words per millisecond, is well above the required maximum data

sampling rate of 16 words per millisecond. The tape can support

a maximum data sampling rate of 9 words per millisecond. At this

rate, however, it reguires all of available memory for buffers.

With a reaspnable buffer size of 1200 words the tape has a maximum

data rate of 7 words per millisecord. This is well above the

maximum rate expected from experiments other than EEG experiments.

A buffer of 2000 would allow the data from an EEG experiment using

8 channels to be written to tape.

Table 8.1 Disk and Tape Data Rates

Rate at which data is written to : | Buffer Size -~ Number of words
(in words per millisecond) 120 1200 2400 5760
DISK - ALONE 2,93 18* 20950 35495
DIGK - WITH COPY PROGRAM 1,18 9,31 ~ 15,60 25,85
TARPE - ALCONE 2,13 7,32 8,20 5,30
TAPE - UWITH COPY PROGRAM 2,13 7432 8,20 9,29

hNote Data transfers to the disk in multiples of disk sectors

which are blocks of 120 words so that, for effiicient use
of the disk, data should be in records that are multiples
of 120 words. For ease ir comparison betwezn disk and
tape timings, the buffer sizes for the tape were the same

as for tre disk,

-+

The copy program simulates other user program activity

requiring the disk.




8.7 The Effects of Conflict Between Programs for Acress
to the Disk

When data is transfered to disk, the disk read/write head is
positioned to the correct track and it themn waits until the correct
sector appears beneath it before beginning the data transfer into
sequential sectors. There are therefore two overheads and two

potential tottlenecks

(1) The seek to the correct track, and

(2) The search for the correct sector.

The secarnd factor is inherent in rotating memories and is not affected
the way the disk is used, . However, the disk drive has only one head

to serve hoth disks, thus, if more than one disk file is being

accessed simultsneously, there will be competition for use of the

nead and in the worst case, the head will be moving continually

from one file to the other. As a result, if, in a real=time experiment
in which data is being logged to disk, other prcgrams are alsc

to access the disk, ther the time for the read/write head to locate

tne data @scguisition program's file and the data transfer time must

be less than the rate at which data is being read by the Camac system,

The effect of competition for the disk head was measured by running
a file copy program, which transferrsd a file from one part of the
disk tw armother, simultaneously with a test program which wrote to
tbe disk at maximum speed., The experimeni was not the worst
possible case, but represernisi a situation that would be commonly
encountered in practice. The test program wrpte across the entire
disk, but the copying program used files located towards the middle

of the disk surface rather than at either extreme,

8.3 Effects of Conflicting Priorities

All data transfer is initiated by software and it was here that

another possible bottlereck was identified. The irterrupts for

the disk have higher priorities than those for the tape and it

appeared likely that when disk interrupts were being generated at a
maximum rate that the processing of these imterrupts and the scheduling
of new disk data tramsfers could possibly delay the scheduling of data
transfers to the tape. This effect was measured by copying one file

to itself in blocks of 120 words, or 1 disk sector, while writing to

tape at the maximum rate with a program of higher priority.
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Conclusions The results in table 8.1 above show that the effect

u: heavy disk usage on the tape data rate is negligible.

8.4 Comparison of Actual with Theoretical Timing Calculations

The actual times measured for writing to the disk (in stand alone
mode) are a little less than those calculated by adding the maximum
access time to the product of the data transfer rate and the buffer
size, The tape writing times are a little longer than the calculated
times, and the measured start-up time at 130 milliseconds is signifi-

cantly longer than the theoretical 18 milliseconds.

8.5 Summary

To summarise, the data handling capacities of the disk and the
magnetic tape units are more than adeguate for the maximum
requirements of the experimenﬁs presently planned at the NIFR

providing adecuate buffers are used.
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Chapter 9 Verification of the Time-Sharing Capabilities

of the System

9.1 Introduction

Experience with the system and experimental measurements have shown that
time-sharing a mini-computer in the NIPR environment is feasible.

Two real-time data acquisition programs have been written and used

in live psychological experiments, simultaneously with program

development at two other terminals with no interference of real-time programs
by non-real-time programs, The only degradation experienced by the
non-real-time programs was that imposed by the limitations of main

memory space. Timing measurements were made with programs run both

alone and in contrived bottlenecks and, with two caveats, have proved

that the system provides adequate time-sharing facilities for the NIFR,

9.2 Terminology

Terms which may require some explanation and are used throughout the
report are defined in the glossary in appendix A8, Specifically in

this chapter from section 9.3 ornwards the term PROJECT is used to

refer to a "live", psychologiLal experiment where the computer was used
as a tool, and EXPERIMENT refers to the case where the computing system
itself was the subject of an experiment in the feasibility study. Also,
NORMAL MODE is used to describe the mode of wWata acguisition from

the Camac unit using an explicit series of Camac I/0 instructions in

place of Block Transfer.

9.3 Experience with the System

Two programs were used in live projects for real-time data acquisition :
(a) A program for the Personality and Temperament Division
sampled one channel of data from an electrocardiogram
at 1 millisecond intervals, Its main memory requirements
totalled 8k with lk data beffers. This program was run
continuously for about 10 weeks from April to June 1975

and thereafter once or twice weekly,
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(b) A program, for the Neuropsychology Division, sampled one
channel of electro-encephalographic data at 1 millisecond
intervals and required 5k of main memory with buffers of 2k.
This program was in continuous use over a period of two and

a half weeks,

During the time that a real-time data acgquisition program was running,
normal program development, i.e. file editing, assemblies, testing in

the background, etc., continued at one and sometimes two other terminals,
There was no instance of a real-time program being affected by a non-
real-time program during this period. Non-real-time programs experienced
some degradation because of the small amount of main memory available

for their use. This was particularly acute when the ECG program was
running because there was then insufficient room for the DASMR assembler.
Neither the EEG nor ECG programs left enough space for the Fortran

compiler.

The reason the ECG program is 3k larger than the EEG program despite
substantially smaller buffers is that it had one subroutine in Fortran
which required system supporting subroutines accupying 2-4k. Further,
these subroutines are not reentrant. This points to a limitation, namely,
time-sharing programs should not be written in Fortran owing to its

large demands on main memory or, alternatively, if the ease of programming
provided by Fortran is important, then 24k of memory is inadequate and

at least 32k is necessary.

Tte EEG and ECG programs could not be used simultaneously in a live
experiment because both require the ADC. Thiﬁ could be remedied by the
purchase of a setond ADC. This illustrates an important advantage of
the Camac system, i.e. additional modules for multiplexing data
acquisition can be installed at little extra expense and with no

additional interfaciﬁg or control requirements.

The most important conclusion from these operations is that the hardware
and software are reliable and secure enough for development to proceed

in parallell with real-time experiments, The provision of an interactive
psychological test-presentation facility has involved a large amount of
program development, all of which was carried out in parallel with either
the real-time projects or other development. Development would have been
considerably delayed if this work had had to wait its turn in the Jjob

queue,



9.4 Experiments for Timing Interrupt-Driver Transfers of Control

SN | Introduction and Background to the Timing Experiments

Experiments were also carried out to extend the experience provided by
actual processing. Measurements of timing parameters were made for both
modes of real-time data acquisition through the Camac system, and also
for some of the Real Time Executive services of the VORTEX operating
system, The procedures foiiowed and the measurements made are described
in the following sections in enough detail to allow the experiments to be
repeated. The non-technical reader may skip to a summary of the results

in section 2.4.,C.

At the beginning of the experiments several problems were encountered
which, in the end, turred out to he more of theoretical than practical

importance.

(a) Both the Varian and tre Camac Timers have a resolution of 0,1l
milliseconds and, as this is the order of the discrimination
required in the timing measurement, rounding errors are large.
However, definite conclusionse could still be drawn from the

results,

by Timing measuremerts were made oy adding instructions for reading
a clock to existimg interrrupt processing routines. This modified
the benaviour <f these routines, but ~ot so as to prevent useful
results being obtainad.

(c) The critical parameter was the delay in initiating an interrupt
servicing routine foiicwing an interrupt. There is no way of
measuring this time directly by softlware, but is possible to

infer it reasorably accurately “rom other measurements.

9.4.2 The Data Acguisiticr Process

To understand the experiments it is necessary to describe the data

acguisition process in more detail than in chapter 7.

The Camac system is used for data =zcqguisition in one of two modes. When
Block transfer is used, data from Camac mooules is transferred to the
computer under control of a BIC. Otherwise, in Normal Mode, the data is
read in with a series of Camac I/0 commands issued under program control.
A Camac timer times the sampling process in both cases but the timing

signal is used differently.



Bloc« Transfer

With the Block Transfer of data, the pulse from the clock starts a
process cansisting of a3 number of cycles of acquisition, conversion
and transfer to the computer memory, independently of the CPU, and
only when all the dats has been transferred is an interrupt generated.
The interrupt servicing routine reinitializes the BIC and Block

Transfer and may do (a small zmount of) processing on the data.

If data 1s not to be icst, it is necessary that the data conversion

—

and tramsmission time; Tc, p:us the delay in servicing the interrupt,
Td, plus the interrupt service time, Ti, e iass tharm trne sample
interval Ts. This is illustrated iIn figure 5.1 belcw. decause the
digitising is started oy ths clock and carrisd out independently of

the cumputer the variation i1 the sampiing interval depends only on

the accuracy of tne clizk. The advantage of Blcock Transfer is that the

CPU has the interval T: available for processing other programs,
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Figure 9.1 Data Sampling Timing Crhart for Bl.._x Transfer
R
Ansel n+2 n+3
n
B
B Bm-l n+2 C
Cn : n+2
0 n+l D 5
D N+
n N+l
| |
| | |
Jlds '
[4 /A
Tc . !
A) 7
< Ls 3!
Ts : Sample interval.
Tc : Data conversicn and trarsmission time for n channels,
Td : Delay in initizcirg the interrupt servicing routine.
Ti : Interrupt servic.rg time,
An : Clock Pulse; commerncement of data conversion process.
Bn : BIC complete imterrupt: end of da¥a trarsmissian,
Cp ¢ Corirol passed ta innzrrupt 7ing voutine,
Dn : Control returned to irserrupted prociam,
Notes : Ts is comstard witrin the order of accuracy of the Camac Timer,
Tc does ngt very much (see section 9,4.6) and is, for

Td is urprediztebie for it depends on the length of time

other przgrams hold pack interrupis while they carry out

non=interruptinie cperaticns,

)

Ti depencs cn tne iengthe of the servicing routine and the

operational cycie time ef the CPU., The latter may vary

according tc the amount of cycle stealing used for data

-
i)

transfer.

program requirec exclusive use of the CPU.

71 represzsnts the time the data acquisition
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Normal Mode

When the Normal Mode of operation is used instead of Block Transfer,

the interrupt generated by tne clock pulse transfers control to an
interrupt servicing routine which initiates the digitizing andg transfers
data for n cycles to main memory by a sequence of Camac I/0 commands.

In each cycle, the routine tests whether the next item of data is ready
before performing the transfer, and thus the active data transfer is

accomplished under control of the CPU.

Figure 9.2 shows the timing chart, which is basically the same as

figure 9.1 except that the data conversion time is incorporated in the
interrupt servicing time. i.e., the data conversion commences at Cn and
not at An' As the moment at which sampling commences depends on Td,

a8 variation is introduced in sampling known as "jitter"** which, at

high frequencies, corrupts the power spectral density and phase
information of samnled waveforms,

‘Figure 9,2 ‘Timing Chart for Data Sampling under Program Control

n C An+1 An+2 Ap+3
042 CT+3

r+2

N+

n r+

P
o

——

Ts Sampie Interval,
Ti
Td

Interrupt servicing time,

e

Delay in initiating tHe interrupt servicing routine.

A : Clock pulse; commencement of sample interval and interrupt

generated.

C : Initiation of interrupt service routine, commencement of data
sampling.

D : End of interrupt service routine; control returned to interrupted
program,

%

Otnes R.K. and Enochson L. Digital Time Series Analysis.
John wiley and Sons, New York, 1972.
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9,.,4,.3, Comparison of Camac Timer and Varian Timer Rates

Although the Camac Timer has a basic pulse rate of 0,1 milliseconds,
its clock can be read with a resolution af omly 1 millisecond. Thus
the Varian Timer, which has a resolution of 0,1 milliseconds had to

be used for measuring intervals of time,

As the Camac Timers were used for initiating the sampling processes
it became necessary to determine the relative rates of the Camac and
Varian Timers. It was found that, while the Camac Timers run at
identical rates, they were 0,32 per cent faster than the Varian Timer

as shown in table 9,1 below.

Table 9.1 Comparison of Camac and Varian Timer Rates
Camac Timer Measured by Varian Timer Ratio of Camac Timer Rate
Interval Maximum Minimum Mean to Varian Timer rates
Timer Units Timer Units | Timer Units | Timer Units
L0oo 3988 3587 3987.3 1 : 0,9968
Notes : (1) 1 timer unit is 0,1 milliseconds

(ii) with a 12 bit scaler, the Camzt Timers have a maximum
interval of 409,5 millisecords, rence the choicé of

4000 timer units to minimise rounding errors.

** The accuracy of the Camac Timers, which are centreolled by a 100k
Hz quartz oscillator, was verified with an oscilloscope to be well
within the accuracy required for physiological and psychological

measurements,
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9.4 .4 The First Series of Experiments : Measurements of Interrupt

Servicing Delays using Normal Mode and Command Timirg

Method and Measurements

The first series of experiments were carried out as follows :-

(a) An experiment was initiated by setting the Camac Timer for a
1l millisecond interval and starting it simultaneously with

the Varian Timer.

(b) At the beginning of each cycle the Camac Timer was started
and the Varian Timer read.

(An in figure 9.3)

(c) After the elapse of 1 millisecond, the Camac Timer gensrated
an interrupt. '

(B, in figure 9.3)

(d) When the interrupt servicing routine assumed control it
(1) Read the Varian Timer.

(Cn in figure 9.3)
(2) Completed whatever processing was necessary.

(3) Restarted the Camac Timer anc read the Varian Timer agsein.

(An+1 in figure 9.3)

(4) Returned control to whatever pregram was interrunted.

-

Since the Camac Timer was used in the Command Mode (rather than the
Continuous or automatic mode) the technique is referred to as "timing

on command",

The recorded time gave :-

(1) The processing time T, = A - C,, and

(2) The timed interval, Ts plus the delay time, Td. i.e.
Ts + Td = Cn - An'
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The times required for starting the Camac Timer and reading the

Varian Timer are a few microseconds and are negligible in comparison

with the rounding error in
Timer runs slightly slower
factor can be neglected in

because the rounding error

the Varian Timer measurements. The Varian
than the Camac Timer and, although this
calculating the maximum Td experienced

is very much larger, it must be taken into

account when calculating the mean delay time experienced, when rounding

errors are eliminated by averaging.

Since the timed interval, Ts, was set at 1 millisecond, the maximum

delay time, Td, is calculated by subtracting 1 from the largest

n

C_ - An, and the mean delay is calculated by subtracting the Varian

measure of the 1 millisecond timed by the Camac Timer i.e. 0,9968,

from the mean value of Ts 4+ Td.
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Figure 9.3 Timing Chart for the First Method of M=2asuring
Delay Times Using Timing an Command

An Bn el Bl Pns2 8

C C q+2

n n+l
Ti,
. 1d
Y .
Ts
€ >
Ts Time interval of 1 millisecand.
Td : Delay in initiating ‘interrupt servicing routine,
i Frocessing time in interrupt servicing routine.
An Start of timed interval, Camac Timer started and Varian Timer
read.
E_ £nd of timed interval; interrupt generated.
Cn ‘nterrupt servicing routire initiated; Varian Timer read.
Qw+1 . End of interrupt servicing routine; Camac Timer started and
Varian Timer read. Start of = new cycle,

Note The difference between using timing on command, illustrated

in figure 5.3, and continuous timing, illustrated in figure
9.1 and S.2, is that, in the formep, the delay period and the
interrupt servicing period are outside the timed interval while

in the lstter they ere within the timed interval.

A set of typical results is given in table 9.2, The ECG and EEG programs

were modified to write out the times Ts + Td and Ti to disk or to tape.

The analysis program computed and printed out the maximum, minimum, mean

and standard deviation of the times Ts + Td and Ti for successive samples

of 1000 intervals. Runs usually about 60 to 90 seconds long, i.e.

60 000 to 90 000 intervals and the results shown are for samples with

longest delays. One or two runs were made for each condition in table

9.2.
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As both programs used the same time interval a con:ctan:t delay less
thzn the maximum might be expected due to orme program becoming
entrained on the other as illustrated in figure 9.3a below. 0On the
other hand, if the interrupts for the ECG program occurred randomly
during the processing of the EEG program the former should show an
average delay of 0,050 milliseconds (the mean processing time for the
EEG program reading one channel of data was approximately 0,100 millii-

seconds (lines 4,10 and 14 . table 9.2)).

Figure 9.3a Timing Chart Showing Entrainment of One Program

by Ancthe:

Timed interval 1

Processing 1

Timed interval 2

Processing 2

Delay 2

P

Note how the timed interval of the second program has hecome displaced

3 corstant time relative to the first.,
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Results

Table 9.2 Statistics of Selected Samples of i000 Trtervals

from Experiments Using Normal Moce arnd Timing on Cammand

These samples have the longest delay times in batches of 60 to 90
' samples where each sample represents 1000 Intervals (An interval is

An,l ~ AL in figure 9.3).

Td : miliisecands 7i : milleseconds

Iine | Program| Mther Time to Interrupt Processing Time
No- Timed Frograms Maximum Mean Max imum Mean
1 CO1 % G 0,2 0,C02 0,2 0,083

2 Ch1 A 8,2 0,002 0,1 0,084

3 col A 1,1 0,003 0,2 0,086

b ET1 A 0,2 0,003 0,2 0,101

5 CT1 A 0,1 0,000 0,2 0,085

6 CD1 - o,l 0,003 0,2 0,085

7 CO1 R d,2 0,085 0,2 0,085

8 ET1 R C,: 0,CcC?2 8,2 0,100

9 ET1 G 0,2 0,002 8,2 0,099

10 Col ET1 0,2 0,055 | ©,1 0,084
12 | €0l ET4L B,4 0,217 0,: 0,084
12 D1 R,Z 0,2 0,062 C,1 0,086
13 Ch1 R;Z 0,2 G,000 0,1 0,084
14 ET1 R,Z C,2 G,000 0,2 0,102

Program HKey : ECG program.
c»ol Number of channels read.
Timing data written to disk.

= Timing data writter to tape.

cO 4 ©O ~ 0
]

- General undefined activity in background and

foreground.

=]
0

Assembler.
R - Disk reading program (disk "exerciser").
Z - Fix to prevent the disk driver from disabling Camac

interrupts.
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Line 1 of table 9.2 shows results for the ECG program run with
non-real-time programs., The maximum measured delay was 0,2 milliseconds,
so that allowing for the worst possible case of rounding errors, the
largest possible delay is 0,3 milliseconds. The recorded mean delay

time was 0,002 milliseconds,

Line 2 of table 9.2 shows the results for the ECG program run with an
assembly with similar results to line 1. However, line 3 shows a
delay of 1,1 milliseconds that occurred from 1 to 10 times during an
assembly takimg approximately 90 seconds. Lines 4 and 5 show when the
data was written to tape these unusual delays did not occur. A trace
program located the source of the delay in the VORTEX disk driver. A
"fix" has been devised that prevents the driver from disabling Camac
interrupts and since then no unusual delays have been detected.

The fix does nct affect the working of other programs. This is
illustrated in lines 12 and 13 which show that the ECG program experienced
no unusual delays when the fix had been applied and line 14 shows that
it did not affect the EEG program.

Line 6 shows results when the ECG program was run alone and line 7

when run with a program that repeatedly read the same record from the
disk, the "disk exerciser". The maximum Td is similar to the previous
results, but the mean Td has increased to 0,005 milliseconds for the
time-shared program. This was expected as the disk driver would at
times inhibit interrupts. Lines 12, 13 and 14 show that, when the disk
driver was prevented from inhibiting Camac interrupts, the mean delay

was practically zero.

Lines 10 and 11 show the results when the ECG program was used with the
EEG program, the latter first reading 1 channel of data and then &
channels, both the makimum and the mean measured delays increased as
expected. The maximum measured processing time, Ti of the EEG program
was 0,2 milliseconds when reading 1 channel and 0,4 milliseconds reading
4L channels. These were the maximum times the EEG program could delay

the ECG program and such was observed.
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The actual average delay was 0,057 milliseconds, The additional

deiay of 0,007 milliseconds is similar to thzt abserved in line 7

o~

and could be due to the locking out of the £Ci: interrupt by

(1
(2)
(3)

VORTEX Real Time Clock Process:r.
The dic' or magnetic tape drivers.

The locking out of EEG program itself by one of the above.

The variations in the processing times of the two programs (from 0,083

to 0,086 for the ECG program) are small and of no importance in this

study, but for completeness the major sources are :-

(1)

(2)

(3)

The effect of other programs. Ng explanation was found

for this and the matter is discussed further in section
9.4.8,

The rate at which the ADC converted the data. The dependence
of the data conversion rate of the ADC is discussed in
section 9.4,.6 where it was important in determining the Block

Transfer characteristics.

Errors of measurement,



9.4.5 The Second Series of Experiments : Mgasuring Interrupt

Servicing Delays using Normal Mode ~-nid Coritinuous Timing

Method and Measurements

A second series of experiments was conducted to determine the delay
characteristics of two real-=time programs rur in parallel using the
continuous timing mode illustrated in figure 9.2. This is the mode

which data acguisition programs use in practice,

(a) An experiment w=2s initiated oy setting the Cemac Timers for
1 millisecnnd intervals. The first program to be started would
start its Cemac Timer and the Varian Timer., The Camac Timer

of the second pragram then was started independently.

For each program :

(b} At the end of a millisecond the Camac Time:r nenerated an
interrupt and auvtomatically began timing the next interval.
(A, in Figure 9.2)

(c) When *the program gained control 3%

1) Read the Varian Timer,

2) Completed whatzver processing was e o0

[{a)

%)
+y

‘o
~s

Read the Yarian Timer again,
(Dn in figure 2.2)
4) Returned contirol tc whstever prografh had been interrupted.

Since the Camac Timers were used in Continucus Maoce, the technigue is

referred toc as *Corntinuous Timing®.

The recorded times gsve the proceszirg time, Ti = Dﬂ - cn'
The Delay time Td = tn - ﬁn was calculated by subtracting the estimated
Time of An from thes measured time cf Z_, Assuming that sampling began

n
at Ao and that the sample intarval i3 Ts, then the time An is Ao + n.Ts,

Because Ts wss defined by a Camac Timer but elapsed times were measured
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with the Varian Timer, the measured value of An is piven by

A =A + k., n. Ts (9.1)
n 0

where k is a scaling factor defined by

k

{Varian measure of 1 millisecand)/(Camac measure of
1 millisecond)
0.9968 (see section 9.4.3)

Thus the delay time, Td is given by

Td = Cn - An = Cn = AD = k.n.Ts (3.2)

The floating point arithmetic implied by (9.2) was avoided by the

following procedure which used only integer additions and subtractions.

Since Ts was 1 millisecond, i.e. 10 timer units, an accumulator for An
was incremented by 1C every interrupt. After 32 interrupts, the
discrepancy between tre accumulztor and the vaiue the Varian Timer would

have provided had it been able to measure An was, by (9.1),

32 x 1,0 - 0,9968 x 32 x 1,0 = 0,1024 milliseconds.,
Therefore 1 timer unit was subtracted from the accumulator for An EVETY
32 interrupts. Expressing this algebraically, the recursive formula

used to calculate An was

Foo=ARap + Ts « ((n. Ts modulo 32) + 1)/32) (9.%)
where is the "floor" function which extracts the integer part

of its argument.

When Ts is 1 millisecond, the difference betuween An calculated from (9, 3>
and An calculated from (9,>.) is

A

n{0,102¢ - C,1000)/32 = 0,000075 n milliseconds (9.4)

i.e. 1 timer unit in 1333 interrupts.

In the experiments using Continucus Timing, a delay of -0,1 milliseconds
was observed once every two or three seconds which implies that the
error in using (9.%) 1instead of (9.3) to calculate An is in fact

- 0,00005 n milliseconds. (9.5)
The periodic correction (9.2) is overestimated through using only four
decimal places for k. morkiﬁg backwards from the error (9.5) gives
0,99688 as the value for k.
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~

Constraints Necessary for Maintaining Data Integrity

when Time-Lharing Real~Time Programmes

If two real-time progfams are to be rur :ngether, the following

constraint is sufficient for maintaining the integrity of the data :
Tdk + Tik < Tsk (9 +8)
where k specifies the program,

Tdk is the maximum delay experienced after receiving

an interrupt,

Ti is the maximum interrupt processing time, and

is, is the sampling interval for the program.

If TdS is the maximum celay ~ue to factors cther than the processing
time of the other real-fime ~rogram then further constraints for the

case of two programs are :

Td) < Tiy 4+ -Tdg (9.7
and Tdy € Ti; o+ Tdg (9.8
since T12 is the maximum prcgram 2 can oclav program 1 and

Til is the maximum program 1 can delay program 2.

< Ts, - Td, ¢« Ts. -~ (7%

Hence Ti 1 1 1 2

1 + Tds) (9..'9)

and correspondingly for the other program, Combining the constraints

we have

Ti) + Ti, < 3 (Ts; + Tsy) = Tdg (9.10)
If T52 and T82 are both 1 millisecond then

Til + T12 < 1 = Tds (9.11)
and Ti, < 1-Td, - Ti, (9.12)
and Tiz < 1 - Tdg - Tiy (9.13)



Results witn J.e Rz2al<T _me Program

Table 9.3 shows that this seccnd method of estimating delays, Tc,
gave substantially <he same results as the first. Comparison of
line 1 of table 9.2 with line 1 of takle 9.3 snows that, for the ECG
program reading 1 channel, both methods detected the same maximum
delay of 0,2 milliseccrds. The average delay measured is 0,048
millisecands which is merely the average error in estimating the time

of an interrupt i.e.

(0,0 + 0,1/32 + C,2/32 + .... 3,1/32)/32 = 0,48375 milliseconds (9.14)
Therefore the true mean delay is zero, which agrees with that measured

previously,

The maximum processing time, 7i, is the same for both methods, but the
mean processing time (0,021 milliseconds per interrupt) is larger for
the second due to the additional- time required toc calculate the delay

times.

Line 2 of table 9.3 shows that the method deircied delays caused by the

disk ariver similar toc those reported in 1ime 3 of table 9.2,

Tahle 9.3 Statistics of Selscred Samples of 1000 Intervals from

Expzriments using Normal Mode and Continuous Timipg

#ue are the saszles witn the longes?t delay times in patches of

~L o 90 samples where each sample represents 1000 Intervals,

- N R

Ta : miliisecords 7Ti : milliseconds

[ — | T
Lxse 3 Frogram | Other I Time to Interrupt Processing Time
i ; ;
I { i
s ¢ Temer ! Programs ! Max imum Mean Maximum Mean
T T T i . -
) = b6 b0,z 0,048 0,2 0,104
2 i ol | & ! 0,048 0,2 0,106
Lo g, PRS- B e . -

Program key - ECG program
Timing data written to disk

-~ 1 channel read

0O — O 0O
[

= (eneral,; undefined activity in background and

in foreground.



Figure 9.4

"lf?g& -

IIME -SHARING A REAL-TIME PROGRAM WITH NON-REAL-TIME
PROGRAMS:; CONTINUOUS TIMING IN NORMAL MODE,

The program timed Is the EEG program {ETn) reading n channels of
data and writing the timing data to tape.

1,0r
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n = Number of Channels.
NOTES:
(1) Free Time is CPU time avallable to non-real-time programs.
(2) Overhead is the CPU time used to spool data to disk or to
tape plus VORTEX overheads.
(3) Hean Delay is the mean delay in Initiating the interrupt
servicling routine.
(4) The maximum delay in Initiating the Interrupt servicing._
routine, Upper and lower limits show the coarseness of
the measurements.
(5) Hean Processing Time is the mean time to read from 0 to 18

channels of data.
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Further results of experimentc using the Cantinucus Timing mode are
displayed graphically in figures 9.4 to 9.7. The measurements for a
series of runs with the EEG program rurining alone and reading C,1,2...18
channels are shown in figure S9.4. The mean value of Ti, the time

spent in the interrupt handling routine, rose linearly with the number
of channels read from an initial "housekeeping" overhead of 0,070
milliseconds. The maximum delay, Td, did not change with the number

of channels read; it is shown as a shaded band in the figure to

indicate the possible extent of rounding errors. The mean delay time
was practically constant; varying from 0,048 milliseconds to 0,051

milliseconds over the entire experiment.

The time available to other, non-real-time programs (labelled Free Time
in figure 9.4) shows a linear decrease with the number of channels

read from 0,899 milliseconds to .0,005 milliseconds for 18 channels.

The measure of free time was obtained from a program that ran at the
lowest priority and continuously incremented a counter. At 1 second
intervals a high priority program read the counter and reset it to

zero again, The ratio of the value of the counter to the number

of times it could have been incremented in 1 second of uninterrupted
looping gave the fraction of CPU time available to the low priority

program. The time not available to the low priority program was used by

1) The Camac Interrupt handling routine in the EEG program which

read n channels of data.

2) The data spooling program which wrote the timing data for

the EEG program to tape. M

3) VORTEX system programs such as drivers controlling peripherals,

and cycle-stealing during the transfer of data.

L) VORTEX system routines such as the Real Time Clock processor
which provides timing functions for the system, and the
Dispatcher which passes control to the highest priority program

that is ready to execute.
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The line labelled Uverhead shows an estimate of the time szent in

VORTEX system programs and routines and in the data spooling

program.

where To
Ts
Ti
Tf
The graph
more than

It

is
is
is

is

of
18

is calculated from

To = Tg = 71 - Tf (9.

the overhead time.
the sample interval.
the interrupt processing time.

the free time,

the free time shows that it was not possible to read

channels of data in one millisecond and perform other

non-real-time functions.

1

5)



Flgure 9.5a TIME-SHARING TWO REAL-TI(E PROGRAMS,
CONTINUOUS TI:ING AND NORMAL MODE,

EEG PROGRAM

The program timed Is the EEG progrem (ETn) reading n channels of
data and wrlting the data to tape

It was time-shared with the ECG program (CD1l) reading 1 channel
and writing timing data to disk.

1,01
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1 ~ (5; Mean Processing Time.
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Q)Wean 5elay Time.

0,0 Free Time)\
) 1 2z 3 4 s 6 7 g g © W > i3 Ik
n = Number of Channels,
NOTES:

(1) Free Time is CPU time available to non-real-time prog¥ams.

(2) Mean Delay is the mean delay In initiating the interrupt
servicing routine,

{3) Overhead is the CPU time used to spool data to disk or
to tape plus VORTEX system overheads.

(%)} The maximum delay in Initlating the Interrupt servicitng
routine, lUipper and lower 1Imits show the coarseness of
the measurements.

(5) Mean Processing Time Is the mean time to read from 0 to 10
channels of data.
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Figure 9.5b, TIME-SHARING TWQ REAL-TIMZ PROGRAMS,

CONTINUOUS T1filwG 1IN NORNMAL MODE,
ECG PROGRAM ‘

The program timed is the ECi prosram (CN1) reading 1 channel of
data and writlng timing data to disk.

1t was time-shared with the FEG program (ETn) reading n channels
and writing timing data to tape.

10

o9r

Touy ]

"SPUCVIS L LI
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= Upper Limit

Wiy Lovier Limit

Nverhead

\ @) Mean Delay Tlime

- (2 Mean Processing Time

(1) Free Time

NOTES:

(1)
(2)

(3)
()
(5)

2 3 4 5 6 7 3 ] 10 1 12 13 14
n = Number of Channels,

Free Time is CPU time avallable to non-real-time programs,
Mean Prccessing Time is the mean time to read 1 channel

of data. .
Mean Delay is the mean delay In initiating the interrupt
servicing routine,

Overhead is the CPU time used to spool data to dlsk or

to tape plus VORTEX system overheads.

The max mum delay In Initiating the Interrupt servicing
routine. Upper and iower limlts show the coarseness of the
measurenents.
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Flgure 9,5¢c TIME SHARING TwWO REAL-TIME PROGRAMS,

COMPARISON tITH THEORETICAL UPPER BOUNDS,

ECG program reading 1 channel every millisecond.
EEG program reading from 0 to 10 channels every millisecond.

Comparison of measured processing time wlith theoretical maximum

permitted processing time,.

(1) EEG Program.,

(11) ECG Program.
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(iv) ECG Program,
Tdg+ Ti (EEG)

777000 s TACECG)

o 2 4 6 13 to

No. of Channels,

(1) Td =0,3 milliseconds. The bands show the possible extent
of rounding errors in Ti and Td.
(2) For no loss of data, (9.7) shows that:

Ti;€1-TPe-Tlz.

(3) The upper bound for the delay suffered by an interrupt

routine Is given by (9.2):
Tdi£Tdg+Ti;,
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The two programs measured Aand time-shared are:-

In figure (a) The EEG program (ETn) reading n channels and
In figure (b) The EEG program (C5R) reading S channels,

of data for the EEG program,
programs.,
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(1) Free Time: CPY time available to non-real-time programs,

(2) Mean Delay is the mean delay in initiating the Interrupt
servicing routine.

(3) Overhead Is the CPU time used to spool data to tape or teo
disk plus VORTEX overheads.

(4) The maximum delay in initiating the Interrupt servicing
routine. Upper and lower 1imits show the coarseness of the
measurements,

(5) Mean Processing Time is the mean time to read n channels

and 5 channels for the ECG
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Flgure 9.6D  TIME SHARING TWO REAL~T|'t PROGRAMS.
= EOMPAR{SON WITH THEGX:T | AL UPPER BOUNDS,

ECG program reading 1 channel evsrv millisecond.
EEG program readine from 0 t¢c 6 :annels every milllisecond. .

Comparison of measured processin, time with theoretical maximuf ~
permitted processing time.
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(2) For no loss of data, (9.7) shows that:
Ti1<l Tds‘T iz .
(3) The upper bound for the delay ‘suffered by an !nterrupt
routine Is given by (9.2): :
le éTds*T‘a
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Results with Two Real-Time Programs

The First Experiment

Figures 9.5 and 9.6 show the effects of time-sharing two real-time
programs. With both programs sampling at 1 millisecond intervals,
the EEG program successfully read 9 channels while the ECG program
was reading 1 channel; and with the ECG program reading 5 channels
the EEG program read 5 channels without loss of data. In both cases
when the EEG program was set to read cne more channel there was
insufficient CPU time For the spooling programs to write the data to

off-1lire storage and records were lost.

However these results zte not conclusive. Since the activation of the
second program was delayed until the processing of the first was
complete and they used the same sampling intervals, despite random
starting points the programs would tend to synchronise, particularly
when large numbers of channels were used. Thus in a run of one

minute succesive intervals would have similar values instead of the

60,000 different values when Command Timing is used.

To obtain greater certainty, the theoretical limits to the number of
channels that cowld be handled were consiaered and then a second

experiment with unequal sampling intervals was run.,

Comparison with The Theorstical Upper Bounds for Ensuring Data Intergrity

a) Maximum Permissible Processing Time

When two real-time programs sampling at 1 kilohertz are time-
shared, (9.12)cgives an upper bound for the processing times

of the programs that will ensure no data is lost :

Ti, <1 - Td, - Ti

1 2

TdS the maximum delay due to non-real-time programs was estimated from
figure 9.4 to be 0.3 milliseconds. Figures 9.55(i) and (ii) show that
(8,12)is certainly satisfied for the ECG program reading 1 channel and
the EEG program reading 5 channels, and is possibly satisfied for 9

channels if rounding errors in the measurements are ignored. With the
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Figure 9.7 ME SHARING TWO REAL-TIME GR
COMPARISON UTTH THEORETIGAL UPPER BOUNDS,

ECG programs reading 5 channels every 0,9 milliseconds.
EEG programs reading from 0 to 6 channels every millisecond.

Comparison of measured processing time with theoretical maximum
permitted processing time.
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(1) Tde = 0,3 milliseconds. The bands show the possible
extent of rounding errors in Ti and Td.
(2) For no loss of data, (9.16) shows that:
Ti442(Ts1 +Ts,)-Tde-Ti, .
(3) The upper bound for the delay suffered by an Interrupt
routine is given by (9.2):
Tdy \<Tds+Tia .
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ECG program reading 5 channels, figures 9.6c(i) arnd (ii) show
that (9.12) is satisfied for the EEG program reading 1 channel, and if

rounding errors in the times can be ignofad, possibly 6 channels,

b) Maximum Predicted Delay

In (9.7) it is shown that the maximum a program will be delayed is

le < TdS + T12

Figures 9,5c(iii) and (iv) and 9.6c(iii) and (iv) show that in the
experiments the maximum Td measured was constant (except for the case
of 10 channels in figure 9.5c(iii)) and was well below the predicted
delay. This suggests that within the limits of 9 and 5 channels

respectively, neither program delayed the other,

The Second Experiment

As mentioned earlier, determining the distribution of delays for each
condition (i.e. number of channels) would have required a large number
of runs at each condition, This was not feasible in the time available,
but the same information could be obtained by rerunning the experiment
with different sampling intervals for each program to eliminate
synchronization. Therefore a further experiment was performed with the
ECG program reading 5 channels and sampling at 0,9 milliseconds and

the EEG program reading U to 5 channels and sampling at 1 millisecond

intervals, The results are shown in figure 9.7.

The ‘constraint for maximum processing time, (9.10), in this case becomes :

| - - Ti .

Ti, = 2 (Ts) + Ts,) = Td_ - Ti, (3.16)
and since Tsl = 0,9 and Ts2 = 1 millisecond

Ti, <0,95 - Td_ - Ti, (9.17)

The results from this experiment corroborate the previous results.,
Figures 9.7c(i) and (ii) show that the constraint is satisfied for
possibly 3 channels. No data was lost however, when £ channels were read,

thus showing that the constraint is conservative.
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The upper bound on the delays likely to be experienced is possibly
reached by the EEG program - figure 9.7d(iii) - and is closely

followed by the ECG program - figure 9.7d(iv). This is expected, for
with unsynchronized sampling intervals, the interrupt for each

program will occur progressively in steps of % or I%— across the entire
sampling interval of the other program and thus the condition of maximum

interference will arise,

Conclusions

The upper bound on the processing times of real-time programs given
by (9.,10),1i.e.

3 < 4 -
Ti, + T12 < ?(Tsl + Tsz) TdS

1

is conservative due to the relatively large rounding errors in measuring
the parameters, In all three experiments this constraint was exceeded

without loss of data.

The upper bound on the delays experienced by one program when time-

shared with another real-time program is given by (9.7) i.e.

Td, < Td_ + Ti

1 5 2

and its limits were approached when the two programs were unsynchronized.
When a real-time program was run alone, the mean free time curve was
lingar and could be used to predict the maximum number of channels

that would be read - figure 9.4. Houwever, when two real-time

programs were time-shared the curve could not be used as the
extrapolated maxiﬁum number of channels exceeded the number that could
‘be read, This occurred when the two programs were sampling at the same
rate or at slightly different rates. No explanation has yet been found

for this anomaly.

The system is able to handle the stipulated maximum load for an EEG

project, namely sampling 16 channels a millisecond.

When an EEG project uses 8 or fewer channels (the more likely case)
the system is able to time-share a second real-time program using

Camac modules.
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Program Design Guidelines

The experiments resulted in the following rules which may be used

as rough guides in designing a real-time data acquisition system.

1)

2)

3)

L)

5)

where R is the fraction of CPU time used by the real-time program,

A real-time program run alone may use up to 95% of the CPU
capacity.
Two real-time programs shared, may together use up to 65%

of the CPU capacity.

A conservative estimate of the "housekeeping" necessary to

service an interrupt is 0,06 milliseconds,
The time to read 1 channel is 0,049 milliseconds.

The fraction of CPU time used by a real-time program may
be estimated by running it with a program measuring unused
and allowing for a 5% overhead.

i.e. R+5+0,05=1

énd S is the fraction of CPU time used by the measuring program.

method does not require modification of the real-time program.

time

This
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9.4.6 Experiments with Block Transfer Using Continuous Timing

Further experiments measured the delays experienced by a program using
Block Transfer. The procedure used for the second series of
measurements was followed except that the interrupt servicing routine
was initiated by the interrupt generated by the BIC when it had
transferred the last word of a block of data. Results are shown

in table 9.4 belouw.

Line 1 of table 9.4 shows very similar results to line 1 of table
9.3,i.e. the maximum delay time was 0,2 milliseconds, the mean delay
time, measured at 0,048 milliseconds, is essentially zero, and the
average processing time was 0,105 milliseconds. While the program was
readinc 17 channels ** at 1 millisecond intervals, 85% of the CPU time
was available for non-real-time programs. This is because with Block
Transfer the data conversion (Tc in figure 9.1) is carried out ir
parallel with CPU operations. The same operation in Normal Mode leaves
only 10% of the CPU time for other programs.

Line 2 of table 9.4 shows the delay experienced when Block Transfer

was time-shared with a program continuously accessing the disk. These
delays occurred several times a second, and appear to be related to the
seek time of the disk because the shortest delays (about 15 milli-
seconds) are experienced when the same record is read repeatedly, and
the *longest delays (about 78 milliseconds) occur when records from
widely separated files are read. The reason th%s occurs despite the
high priority of the interrupt is being sought but until it is found,

time-sharing a real-time program using Block Transfer is ruled out.

** When more than one channel is read using Block Transfer, the first

channel is read twice. Thus reading 17 channels provides 16 channels

of data and hence the comparison with Normal Mode reading 16 channels.,
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Table 9.4 Statistics of Selected Samples of 1000 Intervals

from Experiments Using Block Transfer and Continuous

Timing

These samples have the longest delay in batches of 60 to 90 samples
where each sample represents 1000 intervals. 17 channels were

converted each cycle and transferred to memory.

Td : milliseconds Ti : Milliseconds
Line | Program Other Time to interrupt Processing Time
No. Timed Programs Maximum Mean Maximum { Mean
B - 0,2 0,Cu8 0,2 0,105
B R Eg L3,3 0,115 0,4 0,105

Program key : B - EEG prograim resding 16 channels using
BlOCk T_Y_‘E‘["zsf o,

R «~ Disk exerc.:ser,

Data Conversion Times

The timing chart for Block Transfer data sampling (figure 9.1) shows

that for no loss of data

Tc +Td + Ti o Ts (9.18Y

where Tc is the data ccnversion and transfer time,
Td is the maximum delay experienced,
Ti is the interrupt processing time, and

Ts is the sample interval,
Ts was set by the sampling program, Ti and Td were measured as
described above and Tc was measured in a further series of experiments

using the following procedure :-

a) All interrupts were disabled.
b) The BIC and Block Transfer were initialized.
c) The Block Transfer was started and the Varian Timeg

read.
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Flgure 9,8 NATA CONVERSION TIMES - MEATS OF 1000 BLOCK TRANSFERS.

NOTE: The full line A, represents the case when the ADC Input was
open, The range of dlfferert wnltages for 17 channels is
given by vertical bar B, and :the broken llnes Indicate
extrapolations from this rarse. The stepped line C, is the
maximum conversion time measured.
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d) The program looped en a "sense BIC'ready"
instruction until %te 3lock Transfer had completed.
e) The Varian Timer w=:c read.

f) All interrupts were 2nabled.

The difference. in the times gave the duration of the specified number
of data conversion, date transfer, and channel switch cycles under
control of the Block Transfer Option equivalent to Te in figure 9.1.
The times required to read the Varian Timer and to execute several
instructions before reading the Timer the second time amount to a

few micro-seconds and can 'be ignored. Results are shown in figure 9.8
Vbelou. For these experiments the input to the ADC was open. The ADC
uses a successive approximation method and the conversion in time
depends on the voltage converted. For example, figure 9.8 shows that
with the ADC input open the mean time for reading 17 channels was 0,541
milliseconds. With varyin; voltages mean conversion times ranged from

0,476 to 0,549 milliseconds.,

Taking Td and Ti from table 9.4 and substltuting into (9.18) with
Ts = 1 millisecora gives

Te <1 -0,2 -0,2= 90,6 rm.lliseaconds, (9.19)

Y

Far reading 17 channels the maximum measu.s? .:lug of Tc was 0,6
milliseconds, satisfying (9.18). Tc, Ti arc 74 are maxima of 100
measurements, each suhiect tc a rounding error of 0,1 milliseconds.

Allowing for the worst case, (9.18) becomes
fc <1 - (Ti +0,1) - (Td + ©,1) milliseconds
or Tc «<0,68 - Ti - Td. (9.20)
Using the same substitution as above gives

Tc <« 0,4 milliseconds
which allows up to 12 channels to be cenverted and read. This
calculation is necessarily conservative given the coarseness of the
measurements, and in practice 17 channels have been read at 1 millisecond
intervals without loss of data, and possibly up to 25 chanrels could be

safely read.
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9.4,7 Timing of R.T.E. Functions

An additional experiment was run to determine VORTEX overheads in
switching tasks using functions provided 3y the Real Time Executive

(R.T.E.) component of the operating system.

The interrupt handling facilities provided by VORTEX allow for routines

to be Directly Connected or Indirectly Connected to interrupts. Indirectly
Connected interrupt handling routines are scheduled by the Common

Interrupt Handler whenever their interrupts occur, and they run as normal
VORTEX programs and may use all the facilities provided by the system,
Directly Connected interrupt routines have control passed directly

to them when the CPU recognizes their interrupts. Thus they are not
subject to software priorities or to software overheads in receiving
control as Indirectly Connected routines are. However they may not use

VORTEX facilities such as input/output.

When an Indirectly Cornected interrupt handling routine is scheduled

it is subject to two sources of delay after the occurrence of an interrupt:

1) T7The delay in initiating the Common Interrupt Handler,
This is common to al: interrupt processing routines
and the experiments describhed =hove in sections

J.h,b4, 9,4,5 and 9.4.6 measured this type of delay.

2) The delay between the acceptarmce cof an interrupt
by the Common Interrupt Handler and the transfer
of control to the appropriate routine. This function
is similar to that performed by the macro, RESUME
“and so it was used to provide information about this

second source of delay.

The results of the experiment are shown in table 5.5. Two programs
measured the time between the executicn of a RESUME macro in one and the

dispatching of the second program by the VORTEX dispatcher.

Results showed that the average time for control to be passed to the
second program in the experiment was less than 0,125 milliseconds, but
delays of up to 0,5 milliseconds occurred when the programs were run alone
and 0,7 milliseconds when time=shared with a program reading the disk.

When the two programs were run with a lower priority than the operating
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system programs (such as thé disk driver and cperator communications

task) but at a higher priority than other time-shared programs, eg the disk
exerciser, the mean delay was 0,255 milliseconds and the maximum delay

1,3 milliseconds., Further, operator commands could cause delays of up

to 8,0 milliseconds. Clearly, the relative software priorities of
Indirectly Connected interrupt handling pfograms are crucial to quick

response times,

Calculations show that, even if Indirectly Connected interrupt routines
are subject only to the second source of delay, the response times are
too slow and uncertain to allow useful time-sharing with real-time
programs sahpling data at 1 millisecond intervals. A safe estimate of
Tds, the delay due to non-rea}—time programs when control is passed
from the Common Interrupt Handler to an interrupt program, is 0,7
milliseconds. This is the delay a program using the disk may cause.

For two real-time programs constraint (9.11) applies :

Til + T12 €1l - TdS = 0,3 milliseconds.

Since the EEG and the ECG program gazh had a maximum interrupt processing
time when reading 1 channel cof 0,2 milliseconds, = - Til + T12

= 0,2 + 0,2 = 0,4 milliseconds and they could not be time-shared using
Indirectly Connected interrupt routines. For one real-time program

(i.e. T12 = 0) reading not more than 3 channels time-sharing with a

non-real-time program is possible. (For 3 channels Ji = 0,3 milliseconds

and for 4 channels Ti = 0,4 milliseconds.)

The experiment thus showed that the magnitude of the delay in transferring
control between proérams using the the Common Interrupt Handler
necessitates the-use of Directly Connected interrupt routines ih the NIPR

environment.

Table 9.5 Time to RESUME a Program
Time-Shafing Condition Delay : milliseconds
Environment . Priority Maximum Mean
Alone High 0,5 0,123
Disk exerciser High : 0,7 0,123
Alone Low 0,7 0,153
Disk exerciser Low b 0,3 0,257
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9.4.8 Further Results of the Experiments

The experiments raised additional questions that were not part of

the feasibility study but will require further investigation when

the load on the computer increases.

1)

2)

3)

The sudden increase in mutual interference and overhead when two

time-shared real-time programs are using the CPU almost to capacity
described in section 9,4,5,

The effect of other programs on the processing time of the interrupt
handling routines of real-time programs as shown in figure 9.7a
where the mean processiﬁg time of the ECG program decreased slightly
as the number of channels read by the EEG program increased.

Figures 9.5a and 9.5b show the EEG program reading up to 10 channels
while time-shared with the ECG program reading 1 channel. However,
when the fix to the disk driver was used, the processing times

(not the delay times) for both programs increased slightly and the
EEG program was only able to read 8 channels,

The factors that contribute to the overhead (i.e. the difference
between the time not available to non-real-time programs and the
time actually used by a real-=time interrupt handling routine).

Two real-time programs time-shared have almost double the overhead

of a single real-time program - compare figures 9.4 and 9.%t=z.

Most of the overhead time is required by the data spooling routines

and very little by VORTEX executive routines such as the dispatcher
and real time clock processor. Each task requires several system
control blocks which require periodic scanning by the dispatcher and
other system routines but as increasing the number of real=time

programs increases the number of tasks from 10 to 12 the number of

system control blocks increases in the same ratio which is considerably

less than two.
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9.4.9 Conclusions and Summary

Measurements were made of timing characteristics of real-time data

acquisition programs running in Normal mode and Block Transfer -mode,

In Normal mode it was found that, sampiing at 1 millisecond intervals
one program can read up to 18 channels when time=shared with non-real-
time programs, while two programs can together read up to 9 or 10
channels. Thus the system is able to handle the most severe sampling
requirements that can be imposed by EEG projects and with the more
usual EEG project the system is able to time-share ECG and psychometric

projects.

The VORTEX disk driver caﬁ, urder certain circumstarces, generate delays
of up to 1,1 milliseconds in sampling data, but the problem can te

circumvented by preventing it from disabling Camac interrupts.

With Block Transfer, 16 channels per millisecond can be read using

only 15% of the available CPU time, but it reguires exclusive use of

the Camac and thus Camzc commands for other real-time programs must be
synchronized and issued before the system is initiated for Block Transfer,
This can be handled by making all time-shared real-time programs use

a common routine for issuing Camac commands., A more serious problem

is that, when Block Transfer is time-=shared with programs using the

disk, delays of up tc 70 milliseconds occur. The cause has not yet been
isplated, and until the probiem is snlved programs using Bléck Transfer

must be rum alone and the data must be written to tape.

Experiments using the RTE function RESUME established that system
overheads when using the VORTEX interrupt handlina procedures are too
great for sampling at 1 kilohertz, Thus it is necessary to use the
alternative method provided for the VORTEX system, namely directly
connected interrupt handling. Further,in order to time-share Camac
operations it is also necessary to bypass the normal procedure provided
in the Camac system of testing for an interrupt and then locating its
source and to have the interrupt gererators of certain of the Camac

modules hardwired directly to PIM lines.
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Chapter 10 Further Aspects of the Feasibility Study

10.1 The Simultaneous use of Several lLaboratories

14

The second object of the feasibility stucy was to study the handling
of psychological experiments using a remotely situated computer. This
is a matter of .some importance as it would allow equipment to remain
set up in laboratories for the lengthy periods necessary for obtaining

sufficient numbers of subjects for psychological experiments,

Three laboratories were used, each communicating with the computer by
means of a terminal and a 25-core screened post-office cable for
connecting electronic apparatus. Three kinds of terminal were used.
The EEG laboratory wss equipped with a 4010 Tektronix display unit with
graphic facilities, a hardcopy unit for displaying statistical
information and a keyboard for controlling experiments; the Personality
and Temperament laboratory was given an ASR-33 teletype far

controlling and praviding a permanent record of the progress of
experiments; the Fsychometrics Division had an Infoton display for
presenting stimull and a keyboard for subjects' responses. All the
terminals functionaed satisfactorily and resesrch staff reported that
their work was greatly facilitated by being abtle to use their own
laboratories. The only adverse report was that tne noise of the ASR=33
teletype was distracting to subjects and a silaent display with hardcopy

facilities should be ussd instead.
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10.2 The Amount of Main Memory ised

Another aim of the feasibility study wse to determine the amount of

main memory required.

The following were established :-
(a) The VORTEX operating system reguires 103k.

(b) Each program written in Fortran or using Fortran subroutines
requires an additianal 33k for Fortran system subroutines

which are not reentrant.

(c) Input/output to disk or to tame requires buffers whose

sizes are specified in table 10.1.

(d) Program development requires facilities whose memory

reguirements are listed in table 10.2.

Table 10.1 shows that two real=time programs, each of 2k in length,
reading 1 and 8 channels and writing the data to disk and tape
respectively, wouin together with the VORTEX systiem, require 19k

((2+4%+2)k for the first program, (2+2+<}k for the second program and

103k for VORTEX). Thus the minimum viable systez- for NIPR usage is 2bk,
Even trer this legaves only 5k for backgrouro, which limits the facilities
for program develapment to file editing and ope:atoris and background
commands, This explains the degradation mentioned earlier which is
agperiemcsd during program dzveleopment while real-time programs were
running, If ome of the real-*time programs =lso uses Fortran then
background work 1s almost entirely excluded. Up to the present, the

two real-time srograms descritead in chepter 9, were simple data gathering
programs with maodest requirements and program development has been
feasible while they were running. The psychological testing programs,

the EEG averaging programs and the programs for controlling experiments
thet sre envisaged ir future work will make wuch heavier demands for which:
24k will certainly ve inadeguate and it will then be necessary to increase

the memory to 3Zk.
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Input/0Output Buffering Memory Reguirements

Storage Medium

Data Rate - Words/Millisecond {Minimum Buffer Size-Words

Tape

® 9 00 B FwWwnN

120
2u0
360
L 8o
720
1200
2000

Disk

w N+

o ~3 o U e

16

120
2L0
360
L8ao
600
720
8uL0
1080
2520

Notes :

1) A real-time program requires two buffers of the size specified

in the table,

2) For ease of comparison with disk dats rates,the tape buffers

are given in multiples of sector sizes. The reason that the

tape buffers are smaller than the disk buffers for data rates

up to &€ words per miilisecond is that disk operations have a

negligible effect on the rate at which data can be written to

tape whereas other disk operations (by "stealing" the single

read/write head) have a large effect on the rate at which data

can be spooled to disk.

This does not vary with the number

of disk operations because the data spooling program should

have the highest priority in the machine and can only be

delayed by operations that have already been initiated.
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Table 10.2 Memory Requirements for Program Development Facilities
Facility Memory Requirements
Operator Commands 1k
File editing 2k
Background commands 3k
Load module generation 7k
File maintenance 74k
Assembly 8k

l\
Fortran compilation (trivial) i 94k
Fortran compilation (useful) 10%k

Note : The file editing facility is provided by a program written
by the NIPR and usually run in the foreground.
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10.3 Printing Regquirements

The initial installation used the second ASR-33 teletype and a
Tektronix hardcopy unit for permanent copies of programs, data

and/or operational steps. Experience soon showed that the printing
load was too heavy for the teletype, and the Tektronix hardcopy unit,
though essential for permanent records of statistical information

on experimental data was too expensive and too slow for general use.
A Centronics line printer with a speed of 165 characters per second

was therefore added and has proved adequate.
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Chapter II Final Coqplusionsrand Recommendation

The conclusions regarding the feasibility of the five propositions

identified in chapter 4 are

@Y

(2)

(3

(W)

(5)

Computer participation in NIPR experiments can be adequately
handled from terminals located in laboratories remote from
the computer, Chapter 10 showed that in psychological
experiments this is a significant advantage because of the

length of time apparatus may have to be left set up.

Two typical NIPR projects can be 1un simultaneously,
Experience with the system in real-time data acquisition and
the measurements énd tests described in chapter 9 prove that
real-time programs can be time-shared and that the data rates
that can be sustained are adequate for NIPR requirements. One
unresolved problem, namely interference between the ygrRTEX
disk driver and Block Transfer, is being investigated by the

Varian agents.

The minimum amount of core required at present is 24k and this
may have to be increased to 32k when experiments reading 8 or

more channels of data are planned.

The disk and tape can handle the maximum data rates required
at present for sturage and spooling of data. It was shown in
chapter 8 that the disk can handle a data rate of 16000 words
per second (which is eguivalent to reading 16 channels every
millisegond), while the tape has a makXimum capacity of 8000

words per second.

The second teleprinter proved inadequate for the printing
requirements of the system and it was necessary to install a

printer.
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Other conclusions are :-

(6) The VORTEX operating system, despite its large memory
requirements and its overheads is extremely effective.
Program development and testing-are immeasurably facilitated
both by the system utilities that are provided and by the
fact that work can proceed in parallel on the machine from
two or more terminals. Without these facilities, progress

would have been very much slower,

(7) The Personality and Temperament project demonstrated the
feasibility of using an ASR-33 teletype for controlling the
type of experiments to be performed in that Division. The
teletype, however, is noisy and may disturb subjects and should
be replaced with a display unit. This would not entail

additional expense.

(8) The 4LO10 Tektronix display unit with keyboard and hardcopy unit
proved adequate for the requirements of the Neuropsychology
Division, providing both remote control of the computer and
graphic facilities for displaying statistical information

relating to the data.

Recommendation

The study has shown that all of the equipment on loan is needed for
meeting the data acquisition requirements of NIPR projects. Therefor it

is recommended that the eguipment be purchased.
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TABLE Al.1 COMPUTER CONFIGURATION
Egquipment Originally Bought and Installed
Qry MODEL DESCRIPTION
1 7000 Varian Model 700 computer including :
U73 Central Processor Unit.
Hardware Multiply/Divide.
Power Failure/Restart.
Teletype Controller.
Real Time Clock.
Dual Memory Bus.
620 Compatible I1/0 Bus.
Direct Memory Access.
7" Chassis with 5 additional module slots.
Power Supply.
Programmer's Console.
1 7037 8192 words (16 bits) Semi Conductor Memory.
1 7121 Memory Protect.
1 7967 Peripheral Back Plane Wiring Panel. LH
1 7966 Peripheral Back Plane Wiring Panel. RH
1 7962 I1/0 Expansion Chassis.
1 620-06C Teletype ASR--33,
3 620-20 Buffer Irterlace Controller,
3 7160 Priority Interrupt Module.
1 7911 Dual Controllear Adapter.
1 7955 1/0 Expansion Power Supply.
1 7920 I1/0 Cable with Padel Board Connectors.
1 620-36 Disk Memory and Controller.
1 620-30 Magnetic Tape Unit and Controller.
1 72-150-6 | 1/0 Party Line Expander.
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TABLE Al.2 COMPUTER CONF IGURATION

Equipment Loaned by the Sippiier for the Duration of the

Feasibility Study

QTv MODEL DESCRIPTION
2 7024 8192 words (16 bits) Core Memory.
1 620-~-06C Teletype ASR-33,
1 620-82A Universal Asynchronous Controller,
1 620-828 Universal Asynchroncus Controller.
1 40/10 Tektronix Display Terminal,
TABLE Al,3 COMPUTER _CONF IGURATION

Enuipment Added Subseguent to the U-iginal Iistallation

Ty | MODEL DESCRIPTION |
I i
1 ? Infoton Display Unit. k
1 101 Centronics 165 cps Line Printer. |
! Hard copy unit for the Tektronix ‘

: 1 j Display Terminal. l
|
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TABLE Al.bL CAMAC CONFIGURATION
Qty | MoDEL DESCRIPTION
1 1902 Borer Basic Crate for plug in power supply,

including fan, crowbar and alarm module 1930.

1 2204 Borer Interface Camac branch highway - Varian 62C
Computer basic version for program controlled
data transfer including :

Automatic CNA Scanner with DMA channel only,
Block Transfer + LAM Synchronisation.

Cable Varian Computer - Interface 3 meters long.

1 1912 Borer Power Pack including + 200V regqulated
supply.
5 1922 Voltage Regulators. **
1 1502 Borer Crate Controller.
1 1591 Borer Termination Unit Fof Branch Highuway.
1 1704 Borer 16 Channel FET Multiplexer.
1 1243 Borer ADC Successive Approximation with Sample
8 Hold.
2 1411 Borer Clock/Preset Timer.
1033 Borer Input/Output Register.
1801 Borer Dataway Display.

** The system was originally supplied with 2 Voltage Regulators
which were found to be insufficient and 3 more were supplied

in January 1975.
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TABLE Al.5 VORTEX OPERATING SYSTEM FEATURES _AND
FACILITIES

Real-time I/0 processing.

Interrupt processing.

Multiprogramming of real-time and background tasks,
Priority task scheduling.

Automatic Load and go.

Device independent I/0 system.
Operator communications.
Batch-processing job-control language.
Program overlays.

Fortran compiler.

DASMR assembler.

Load module generator.

Debugging aid.

Source editor.

Disk file management,

System generator.
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Figure AZ2.1 Common Symbols and Macros used in the

Examples in the Appendices

* CAMAC MACRO

* USAGE

* CAMAC C,N,A,F

* WHERE

* C IS THE CRATE REGISTER NUMBER

* N IS THE CRATE STATION (MODULE) NUMBER

* A IS THE SUB-ADDRESS

* F IS THE FUNCTION CODE

* .

CAMAC MAC

C FORM  2,5,5,4
C PCL),P(L),P(2),P(3)
EMAC

* INDEX REGISTERS

X EQU

B EQU 2

*

*

BIT TEST DESIGNATIONS
RAO EQU 040 BT JUMPS FOR A BIT =10
RAl EQU 0 BT JUMPS FOR A BIT

*

* [CAMAC MODULE STATION NUMBERS

DISP EQU 1 DATAWAY DISPL AY

MX T EQU 2 MUL TIPL EXER

ADC EQU 5 ANAL G TO DIGITAL CONVERTER
CLK EQU 6 CLOCK/TIMER 1

IOREG EQU 7 1/0 REGISTER 1
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Figure AZ2.l1 Continued

* VORTEX SYSTEM LOw CORE AREAS

LC : EQU 0300 LOwW CBDRE

VBCTL EQU LC CURRENT TASK TIDB LOCATION
VBCPL EQU LC+1 CURRENT PRIORITY LEVEL
VZCRS EQU LC+2 CURRENT REENTRANT STACHK
VELUP EQU LC+14 1st UNPROTECTED WORD
VELLUP EQU LC+15 LAST UNPROTECTED WORD

*

. TIDB OFFSETS

TBTRD EQU 0 TASK THREAD

TBST EQU 1 TASK STATUS

TBPL EQU 2 STATUS CONT : PRIORITY
TBEUNT EQU 3 INTERRUPT EVENT

TBRSA EQU U A REENT & SUSPND.
TBRSB EQU 5 B L "
TBRSX EQU 6 X nooow "
TBRSP EQU 7 OF /P nooom "
TBRSTS EQU 8 TEMP STRG " " "
TBENTY EQU 9 TASK ENTRY LOCATION
TBTMS EQu 10 TIME COUNTER 1

TBTMIN EQu 11 TIME COUNTER 2

_TBISA EQu 12 A INTERRUPT
TBISB EQu 13 B "

TBISX CEQU 1 X+ "

TBISP EQU 15 OF /P "

TBISRS EQu 16 REENT STACK "
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Figure A 3.1 Example of a Program Segment for Initializing the

BIC and Camac in a Block Transfer Operation.

* INITIALIZE BIC FCR BLOCK TRANSFER

EXC 023 INIT BIC

SEN 022,*+3 CHECK BIC NOT BUSY

HLT 0777 BOOBOO IF BIC NOT READY NOU

LDAI (REDC) ADDRESS OF 1ST DATA WORD

OAR 022 SET BIC INITIAL ADDRESS REGISTER
ADDI 15 ADDRESS OF LAST DATA WCRD

OAR 023 ‘ SET BIC FINAL ADDRESS REGISTER
SEN 022,%*+3 CHECK BIC NOT BUSY

HLT 0222 . B0OOBOO IF BIC BUSY

EXC 022 ENABLE (ACTIVATE) BIC

* INITIALIZE CAMAC FOR BLOCK TRANSFER

LDA CRBLTR WORD COUNTER & SYNCH FLAG
OAR 050 SET INTERFACE

LDA ADRDBL LOAD CNAF

0AR 050 GIVE CNAF TO INTERFACE

»

ATTACH INTERFACE TO BIC FOR READING

EXC 051 ATTACH INTERFACE
CRBLTR DATA 011756 SET WORD COUNTER + EXT SYNC
ADRDBL CAMAC 1,ADC,0 READ FROM ADC

REC BSS 16 DATA BUFFER FOR 16 WORDS
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Table AL.1 Interrupt Assignments

Standard Varian Interrupt addresses.

MEMORY ADDRESS DEUICE.AND FUNCT ION
020,021 Memory Protect halt error
022,023 MP I/0 error

024,025 MP write error

026,027 MP jump error

030,031 MP overflow error

032,033 MP I/0 and overflow error
034,035 . MP write and overflow error
036, 037 MP jump and overflow error
040,041 Power fagilure

042,043 _ Power restart

OLL,0L5 Real Time Clock interval
046,047 RTC overflouw

100-117 PIM 1 interrupts

120-137 PIM 2 interrupts

140-157 PIM 3 interrupts

160-167 PIM L4 interrupts
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Interrupt Assignments (Continued)

PIM interrupt line acsignments

LINE RADDRESS DEVICE AND FUNCTION
PIM 1 0 100,101 BIC 1 complete (End of disk transfer)
102,103 -
2 104,105 BIC 3 complete (End of magnetic tape
transfer)
3 106,107 SEEK 1 complete
L 110,111 SEEK 2 complete
5 112,113 -
. 6 114,115 Infoton Read
7 116,117 Infoton Write
PIM 2 0 120,121 BIC 2 complete (Camac Block Transfer)
1 122,123 Camac Error and Block End
2 124,125 - ‘
3 126,127 First I1/0 LAM (Crate station 7)
b 130,131 First Clock LAM (Crate station 6)
5 132,133 Second I/0 LAM (Crate station 10)
6 134,135 Second Clock LAM (Crate station 9)
7 136,137 -
PIM 3_ 0 140,141 Centronics 101 printer
‘ 1 142,143 Magnetic tape - Motion Complete
2 144,145 T2 Read (second teletype)
3 146,147 T2 Write (second teletype)
L 150,151 Tektronix Read
5 152,153 Tektronix Write
6 154,155 OC Read (Operator's teletype)
7 156,157 OC Write (Operator's teletype)
Note :

A LAM is a flag set by & Camac

module.
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A5.1 Analog tc Digital Converter - Borer Tyge 1243

The Borer Type 1243 ADC offers a 10 ¢it resolution on a range of -5
Volts to +5 Volts with a conversic~ time of 15 microseconds. It has
a sample and hold feature that ”EIWl,a very narrow time slot
measurements to be made. Front penel facilities include a "Start"
input which ailows an externsl signal to be used to initiate the
digitising process and a "Scan + 1" output which provides a pulse
when a digitised valwe has bsen read by the computer. This

"Scan + 1" pulse may be used to signal the Borer Type 1704 multi-

plexer to switch to the ~ext put channzl,

AS5.2 Multiplexer -~ Borer Type 1704

rp——

The Borer Type :70: FET multiplexer is & 16 channel switchiing device
esigned fto allew a larpe number of independent analog signzl lines
to e connected &s requirec under program control to 2 single ADC.
It may be operzted in two besic meodes. In the rzndom access mode,
any part culsr channel may be selected for connectionn to the ADC
analog input. In the scanning mods, the "Scan+1" pulse from the
Type 1243 ADC is used to automntically swizich to the next channel
after a digitised voliftace hae beern read. ihern the switching is
completed (in less thzn £ microseconds) “he ~uitiplexer produces a
puise on its Muait/Reacy" output line which may e used to initiate
a furtrer digitising cvycle in the ADC. The multiplexer may alsc be

linked tao other Typz 1704 multiplexers in a8 deisy chaln fashion to

provide access to more tran 16 ciheanels,
A5.3 Clock/Timer - Borer Type 1411
L

[N

The Borer 1411 cleock/timer grovicdes the exact time of day and highly
accurate timing facilities under softiware controcl. Once the time
cf day has been programmaticsli.y set it is aveilisble in hours, minutes

f 1 millisecond.

’__:

ard seconds with & resolution

[w]

For timer applications the module may be used in either =z s=lf-
repeating mode to inititate & sampling process, at regular intervals
or in the command mode under software contrcl. At the end of the
timer period both a front panel signal and a LAM are gererated. For

both clock/timers of the NIPR, the LAM is connected to the computer's
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interrupt system via a PIM. The front panel signal may be used
to initiate digitising in the Borer Type 1243 ADC via its "Start"

input. The basic timer pulse rate is 0,1 milliseconds.

AS. L Input/Output Register - Borer Type 1031

The Borer Type 1031 Input/Output Registzr is designed to permit
non-Camac instruments to give digital data to a Camac system and be
themselves influenced by the system, The facilities provided

include a 36 bit input register, a 12 bit output register, an input
strobe line and a "Give Data" signal for external instruments. A
signal on the input strobe line causes data to be read into the input
register and a LAM to be gonerated. For both of the I/0 registers

of the NIPR the LAM is connected to the computer's interrupt system,
This enables outside instruments to directly signal the computer

for attention,

A5.5 Dataway Display Borer Type 1801

——————

The Borer Type 1801 Dataway Display module provides testing and
monitoring facilities for a Camac system. It memorizes and displays
the latest pattern cf dataway signals with LEDs (light emitting

diodes) on its front panel. Two operating modes are front-panel switch
selectable : Display Mode and On-Line Mode. The display mode is

used for monitoring signals on the dataway. In the on-line mode the
‘module only responds when directly addressed. This mode is used for
testing the crate stations, as it makes 1t possible to see exactly

what data is being placed on the datsway in both read and write

operations.

A5.7 Interface Camac to Varian 73 - Borer Type 2204

The Borer Type 2204 Interface is responsible for providing the
function of the branch driver and for interfacing the camac system

to the Varian, The Camac command word has 21 bits and the Camac data
word has 24 bits, whereas the Varian 73 word length is 16 bits. The
interface is responsible for matching the Varian capabilities to those

of the Camac system.
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A Camac command has the form CNAF where

C specifies a crate-register in %ira inhierface containing the
b

crate number (ar numbsrsd to B - “ressed,

N specifies the sistion numier °- ihe crate(s) where the required
module is loceteard;
A specifies =z sub-address for the function, and

F specifies tre furctlion code,

The interface may be wsed in tws cats muods

8
Word Data" control instruction suhsequent dets ogperaticns will
I

transfer 16 bits of nzee c2cwssn Lhe Yar

cperaticns tha inter’s

data word and i wyitz sparations 1t oarly

the Camarc data woro oLib zeros, UWhen the inter
"Double Word Data® contral instruction; subseqguenty sats
will transfer 24 miis of data belueen the Camac and Yari
computer I/0 imstructions., The first instruction transfers the 8
high order bits of the Damec word 1o or from the 8 ilow order tits of
the Varian waord., The second instruction fransfers the 16 low order
bits of tne Camzc word to or from & full comsuter word, In write

cperaticng the

the two portisns of the data from
e

the computer and thsn places the conposl wrn the branch

highway., In readint it z.milarly buffers tre ocoerstion in reverse.

The inmgerface also

sotoge sratus and interrept fFapilities to the
computer., There ars corgoter instrocilons«fnr reeding ano tssting

&
the status of the interface anl in= crate (or nrates in & multicrate

system)., Interrupts 4o the

Cr
.&,
[u3
3]
18]
)
p
e
Lg]
9]
o
N
]
&
-~
[y
(&)
pey
i'
[
rﬁ
i
[
£

e

occuring in & crate, in tUne intorfsce or in cxiernal equipment vias

the "External Interrupt® input on fhe front pansl,

5

Thare are two optimral iz whooh b wnterface provides. The

n 32 P T ST N T . I S . i ) P
Autc LNA option snsbivz thr sams Oarss command o be prosented 0 a

LS
sequence of Camac modul-= (ir sucoeszive orates I necsssary) with the
T

highest passible zpzed and with minimz) sefiusre requirements

-

Block Transfer option (which Pfs3 slrsady been discussed in chapter 5),
£

enables a number of modile to take plsc

by repeating a Camac ins 2z counter which is

[

set to determine the = to he repeated, and

when this cownt is reached an ieotercupt to the computer is generated.
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NIPR Programming Conventions for the CAMAC Egiipment

Allocation of CAMAC Facilities

To prevent several programs from trying to use non-shareable

Camac modules at the same time, a set of flags is kept in a standard
location in memory to indicate which resources are in use and which
are available. The VORTEX operating system has allocated locations
2 - 017 in main memory for the use of application programs. In

the NIPR conventidns words 7, 010, and 011 are used to provide the
flags which indicate which facilities have been allocated and which
have not., Word 6 is used by all programs to set the interrupt

mask in PIM2, This convention is summarised in the following table

Table A6.1 FIXED LOW CORE LOCATIONS.

Label Address Function

CBPMSK 6 PIM=2 interrupt mask

CZPIM 7 PIM=2 1line allocation mask

CZCAM1 010 Camac modules 17 = 23 + Varian
Free Running Counter.

C#CAM2Z 011 Camac modules 1 - 16 allocation
mask .

The meaning of each bit irn the words is given in tables AR6.2 and AR6.3

CAPMSHK. This word is used to set the interrupt mask register
on PIM=2 by all programs that change the mask. A bit
present inhibits the interrupt from the corresponding line;
a bit absent, allows interrupts %rom that line to be
presented. A program will change only the bits corresponding

to the lines used by it.

CZPIM. This word is used to show which lines on PIM=2 are being

used by programs., A bit present implies that the
corresponding line is being used. O0On entry, a program
will use this word to check that there is no conflict
with any other program's requirements, and will set the
bits corresponding to the interrupt lines it uses. 0On
exit it will remove these bits to show that the lines

are free,
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CZCAM1 and CZCAM2

These words are used to irdicate which Camac modules

are being used, and whetf=r the Varian Free Running
Counter is being used. O0Or entry, a program will check
that its reguirements can be met without conflict,

and it will set the bits corresponding to the modules
that it uses. O0On exit it will remove these bits so that

the modules may be used by ather programs,

CAMAC Initialization.

When the VORTEX system is initialized the allocation mask words

6-011 are zeroed, =rd this fact is used to determine when it is safe
to initialize the Camac system. It is a general requiremert that
between and including the timgs of testing a flag (i.e. a bit set

in some word) and setting it or performing some action depending on
the value of the flag, a program must inhibit all interrupts that may
allow control to be passed to another task which could possibly change

the status of the system.

The generzl prececurs that must be followed by a program im initiali-
zing the Camac system, and/or changing thz allocation masks is as

follows :

(1) All interrupis must be disabled (i.e. from the PIM's and
Clock), and bit 15 of allocaticn word CPCAM1 must be
checked to make certain that initialization by another

program ig not in progress. *

(2) If an initializaticn is in progress, interrupts must be
enabled, and the program should wait until the busy bit
has been reset indicating iritislization by the other

program has been completed,

(3) If initialization is not blocked, the busy bit must be
set, interrupts enabled and the initialization and allocatiocn
may continue, Interrupts should be disabled only when
necessary, using the considerations in the section "Camac

Programming" below,
The purpose of this procedure is twofold :-

(1) It should allow minimal interference with other concurrently

running programs,
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(2) It allows the use of standard VORTEX I/0 facilities for

operator communication during the initialization process.

A system subroutine has been provided fov initializing the Camac

system using the above procedure.

CAMAC Programming

Any Camac instructions that change the system in such a way that
might affect other programs or allow other programs to interfere

with the current task must be executed with all interrupts masked
off. This is because any interrupt may cause another higher priority
program to be scheduled.

The sequenczs of instructions that should not be interrupted include

FROM UNTIL
Set Double bord Data Set Single wWord Data
Set Double Word LAM Set Single Word LAM
Data Transfer Command Data Read or Written
Test Sense cr Read Status

For example, the following pragram segment should rmet be interrupted

between lines 2 and &4,

1 LDAI CNAF CNAF FOR READ

2 OAR 050

3 SEN 050,* WATIT TILL READY
L CIA 051 051 INPUT DATA

If an interrupt cccurred after the OAR instruction in line 2 and
another program was dispatched and it issued Camac instructions.

the results of the CIA C51 would be unpredictable,
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Table A6.2 PIM=2 INTERRUPT ASSIGNMENTS
WORD BIT MASK LINE LOCATION DESCRIPTION
CZPMSK 0 1 010 0120 BIC-2 complete
) 1 2 011 0122 CAMAC error, Block End
CgPIM 2 b 012 0124 -
3 010 013 0126 First I/0 LAM
b 020 Clu 0130 First Clock LAM
5 040 015 0132 Second I/0 LAM
6 0100 0l6 0134 Second Clock LAM
7 0200 017 0136 -
Taple A6.3 CAMAC ALLOCATION MASKS
WORD BIT BIT-NAME BIT-VALUE MODULE DESCRIPTICN
CZCAM1 15 CZIBSY . 0100000 Initialization in
progress
14 CEVTIM oL0oo0 Varian Free Running
- Counter
13 020000 Spare
12 CZEXBE 010000 External Block End
11 CZEXST 04000 External Start
10 CZEXSY 02000 External Synch
S CZEXIT Ccloog External Interrupt
8 CPEXIN 0400 Inhibit
7-0 17-24 Not Used
CgcaM2  15-10 . 16-11  Not Used
9 CAIOR2 1000 .10 1/0 Register 2
8 C3CLK2 0400 Q Clock/Timer 2
7 - - 8 Not Used
6 CZI0R1 0100 7 1/0 Register 1
5 C3CLKL 0u0 & Clock/Timer 1
L CAADC 020 5 ADC
3 - - b (Blocked by ADC)
2 CAMX oL 3 Multiplexer
1 - - 2 Not Used
0 CZDISP 01 1 Dataway Display
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Interrupt Handling

The interrupt handler is connected by overlaying the interrupt
location in memory with a JMPM (jump ard mark) instruction, and
enabling the appropriate PIM interrugt line. On entry to the routine,
all interrupts (PIMS and the Real Time Clock) are disabled and the

A, B, and X registers as well as the overflow status are saved. O0On
exit from the interrupt handling routine, the A, B, and X registers
and the overflow status must be restored and the appropriate interrupts
enabled. If a background program was interrupted, then PIM, Clock

and Memory Protect interrupts must be enabled. If a foreground
program or the dispatcher was interrupted, then PIM and Clock
interrupts should be enabled. Finally, if the real time clock (RTC)
processor was interrupted, then only PIM irterrupts should be

enabled, UWhen the interrupts have been enabled, control may be
returned to the interrupted program at the address which was stored
by the JIMPM instruction. A program illustrating this is shown

below in figure A7.1.
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Figure A7.1

* RETURN CONTROL TO INTERRUPTED PROGRAM
* GSET OR NOP ENABLE MEMORY PROTECT AND CLOCK INTERRUPTS
* AS REQUIRED.

LDOB NOP LOAD A NOP INSTRUCTION

578 MEMPR NOP MEM PROTECTION ENABLE

ST8 CLKEN NOP CLOCK INTERRUPT ENABLE

LDA VBCTL

SuBI 037

JAZ RESTRG SKIP IF RTC PROCESSOR WAS INTERRUPTED
LDA ENCLK LOAD AN "EXC 0147" INSTRUCTION

STA CLKEN SET ENABLE CLOCK INTERRUPT

LDA VECTL -

JAN RESTRG SKIP IF DISPATCHER WAS INTERRUPTED
LDX VBCTL

LDA TB5T,X _ PICK UP TASK STATUS

BT RA1+8,RESTRG SKIP IF NOT PROTECTED

LDA VELLUP LOAD LOwW BOUND OF UNPROTECTED MEMORY
SuBE INTADD

JAN RESTRG SKIP IF RETURN TO UNPROTECTED CODE
LDAE INTADD

suB VBLUP UPPER BOUND OF UNPROTECTED MEMORY
JAN RESTRG SKIP IF RETURN TO UNPROTECTED CODE
LDA MEMEN LOAD "EXC 06L5" INSTRUCTION

STA MEMPR ENABLE MEMORY PROTECT INSTRUCTION
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Figure A7.1 Continued

* RESTORE REGISTERS, OVERFLOW STATUS, ENABLE INTERRUPTS & RETURN

RESTRG BSS 0
ROF
LDA SOF
JAZ *+3
SOF
LDA SA
108 S8
LDX SX
MEMPR 8585 1 ENABLE MEM PROTECT OR NOP
CLKEN B3S Tl ENABLE CLOCK INTERRUPTS OR NOP
EXC 0244 ENABLE PIMS

IMP* INTADD RETURN TO INTERRUPTED PROGRAM

MEMEN EXC 0645 ENABLE MEMORY PROTECT

ENCLK EXC 0147 ENABLE CLOCK INTERRUPTS
* INTERRUPT HANDLER
INTADD ENTR ENTRY POINT
EXC 0747 DISABLE CLGCH INTERRUPTS
EXC oLbb DISABLE PIM INTERRUPTS
STA SA SAVE REGS
ST8 S8
STX SX
TZA SAVE OVERFLOW STATUS
JOFN *+3
LDAI 0100000
STA SOF

* READ AND/OR PROCESS DATA
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Glossary of Data Processing Terminology Used in this Report

Some of the terms that appear in this glossary are terms that, either
have a wide range of meaning in the data processing literature and are
used with restricted meaning in this report, or they have been specially
adopted for use here to avoid more cumbersome expressions and repetitio.s
qualifications., Wherever possible, the definitions made here closely
follow those in the "Glossary of Computing Terminology" by C.L. Meek,
published by CCM Information Corporation, New York, 1972.

ADC. (See appendix A5, section A5.1) Analog to Digital Converter;
it accepts analog voltages as input and produces equivalent

digital values in a form acceptable to digital computers.

ANALOG DATA. Data represented in a continuous form as contrastez with
digital data represented in a discrete form. Analog data

usually represents physical variables as voltages.

ALONE . The term is used in this report to refer to a program that
is run under the VORTEX operating system with no competing
programs, Ffor example, the psychological experimenter
is said to run his time-sharing program alone if there are
no other users of the machine even though he uses the VORTEX
operating system to control peripheral devices, provide
operator facilities and/or load programs and overlay
subroutines. The VORTEX programs that provide these

facilities are regarded as cooperating programs,

BIC. (See section 6.1) The Buffer IHEerlace Controller is an
option of the Varian 73 computer which allows blocks of data
to be transferred between the computer memory and a periphe-
ral by means of a cycle stealing technique without involving
the use of the CPU.

CAMAC TIMER/VARIAN TIMER. The timing facility provided by the Borer type
1411 Clock/Timer (see appendix 5 Section AS5.3) is referred
to as the Camac Timer while the Free Running Counter of
the Varian Real Time Clock is referred to as the Varian

Timer.,
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CPU, Central Processing Unit is the portion of *the computer that
consists of the arithmetic unit and the control unit that

decodes and executes instructians,

DRIVER., " A program of the operating system used to control

peripheral devices such as disks, tapes etc.

ECG. Electrocardiogram; a record of the electrical potentials
generated by the heart and obtained from electrodes on the

body surface.

.EEG. : Electroencephalogram; a record of the electrical activity of

the brain and obtained from electrodes placed on the scalp.

FOREGROUND/BACKGROUND . These two terms normally contrast time=sharing
programs with batch programs, but under the VORTEX operating
system they have a slightly different meaning. Foreground
and background prdgrams are all multiprogrammed, but
foreground programs have absolute priority over background
programs,., Foregraund programs are protected from background
programs by the memory protection opticn and pbackground
programs cannot issue I/0 instructions which may hold up
foreground programs, nor can they execute a HALT instruction,
A background program may be checkpointed and copied to disk
by the VORTEX operating system if a foreground program
requires the main memory it is occupying and, finally, only
one background program is permitted while multiple fore-
ground programs are allowed. Thus background is provided
specifically for program development and system housekeeping
such as file maintenance. The VORTEX supplied compilers,
assembler and fiie management facilities all run in the backe
ground, but the file editor written by the NIPR can be, and

usually is run in the foreground,

INTERRUPT, (See section 6,1). A break in the normal processing of a
program occurring in such a way that the flow can be resumed
from that point at a later time. Interrupts can be initiated
by signals originating within the computer system to
synchronize the operations of various components, or they can
be initiéted by signals exterior to the computer to synchronize

the operation of the computer system with the outside world.
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MULTIPLEX. The process of transferring data from several devices
operating at relatively low transfer rates to a device
operating at a high transfer rate by interleaving the data
in such a manner that the high speed device is not obliged

to wait for a low speed devics.

MULTIPLEXER. (See appendix A5, section A5.2) A computer controlled
analog switch that can connect selected analog inputs to
a single point, thus making it possible for multiple

analog inputs to share a single ADC.

MULT IPROGRAMMING. The procedure by which two or more independent
programs can -share use of the central processer. It is
the concept of multiplexing the use of the computer appiied
at the program level in contrast to timeesharing which is
multiplexing the use of the computer at the user's level.
The programmer is able to write his programs as if they
will run alone in the machine, However, it was shown in
chapter 7 that some care has to be taken tc avoid conflicts

between programs using peripherals.

NON=-REAL-TIME, Is used to refer to those programs (both foreground
and background) that do not have critical response times.
It is thus a generic term for the assemblies, compilatiors,
program development and testing activities, and data
analyses that use stored or recoverable data as opposed tc
the live and nor-recoverable data used by real=time

programs.

OPERATING SYSTEM, The monitor executive system which :

(1) controls the order in which programs run and
provides for transition between one program and
another, (2) provides high level, device
independent, input/output facilities and (3)
controls one or more language processors, with

file maintenance and other facilities.
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REAL-TIME,
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(See section 6.1) The Priority Interrupt Module is an
option of the Varian 73 which aliows peripheral devices
or external equipment to signal -heir state by generating

an interrupt to the computer.

This is the characteristic of a data processing operation
which is run in synchronization with an external physical
process with special emphasis on the lack of control of

input rates and the requirement that the program must
receive, transmit and/or process all the real-time data
before the next batch is ready. At the NIPR this reguirement
is receiving, processing and storing a batch of data and

re-initializing within 1 millisecond.

TIME-SHARING. Is the facility whereby two or more people can

simultaneously use the. computing system independer.tly of

zach other. In the NIPR context this means that there

may be up to four users at as many terminals and each

user is ngt affected by the other users and does not affect
them (except in terms of perceived speed 3nd memory capacity’.
Multiprogramming is the means by which time-sharing is

achieved on the Varian 73 computer.
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