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S U M M A R Y 

At the time when the purchase of a computer for data acquisition and 

control of experiments was under consideration, a time-sharing 

system seemed to be indicated to handle the heavy work load expected, 

but there was some doubt about the feasibility of operating such a 

system on a mini-computer in the NIPR environment. To avoid the 

possibility of purchasing equipment which might not prove adequate, 

the suppliers were asked to lend the NIPR those items which were 

specifically required for time-sharing so that a feasibility study 

CQuld be carried OUto 

The feasibility of the system was determined by experience with it 

in real-time data collection. in on-going projects, and by experiments 

in which the effects of time-sharing were measured during crucial 

operations. 

The results of the studv showed that the system performs adequately 

and that it satisfies the needs of researchers. On the Varian mini­

computer the VORTEX operating system, despite its large core overheads, 
provides an effective time=snaring system that enables real-time 

programs to be run together with program development and testing. 

The terminals provided gave adequate control from remotely situated 

laboratories. 

The study showed that time-sharing real-time data collection is feasible 

in the NIPR environment and therefore it is recommended that the 

loaned equipment be purchased. 
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�D�::ipter D Introduction 

In the early 1970 1 s it became apparent that several divisions 

of the NIPR required a mini-computer ·for their research. In 

analysing their needs it was found that the various functions 

the computer would be called upon to perform fell into one of 

three broad classifications : data collection, data analysis, 

and experimental control. The most urgent requirement and the 

most demanding in terms of computer capability was the monitoring 

and sampling of various physiological functions such as the 

electroencephalograph. The data analysis the mini-computer would 

be expected to perform would be simple and undemanding in terms 

of scheduling; most analyses would be performed on a large digital 

computer. Experimental control, offering the new possibility of 

presenting stimuli to subjects in varying combinations of type, 

duration, intensity, at regular or random intervals etc. in a 

rigidly controlled and repeatable manner was also foreseen as a 

requirement in the near future. 

The request for the services of a computer was identified to come 

from three divisions. The Neuropsychology Division required a 

computer urgently and expected to use it continuously. The 

Personality and Temperament Division, and the Psychometric 

Division had less urgent needs and expected to make use of the 

computer intermittently. The choice was seen to lie between the 

purchase of one dedicated machine to be followed later by a second 

·general purpose mini-computer or a single larger machine capable 

of multiprogramming. The first alternative would prove to be 

more expensive in the long run, and would not provide the other 

divisions with adequate opportunities for development in the immediate 

future. Another consideration was that the acquisition of funds for 

the purchase of the second machine a year or so after the first might 

prove difficult. On the other hand there was considerable controversy 

over the feasibility of multi-programming on mini-computers. It was 

decided, therefore, to purchase a single machine and reach agreement 

with the supplier whereby the additional equipment required for multi­

programming would be loaned for a period during which a feasibility 

stµdy would be carried out. 
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The Structure of the Report 

This rep�rt describes the circumstances leading up ta the 

feasibility study, the equipment and software used, the results 

of the experiments performed and conclusions that can be drawn. 

Details of the functions which the various projects of the NIPR 

require of the mini-ccmputer are presented in chapter 1. Chapter 2 

indicates the expected usage, time-�ise, of the mini-computer by the 

various projects. Chapter 3 examines the pros and cons of time­

sharing on a mini-computer and chapter 4 discusses the proposal to 

undertake a feasibility study to resolve the question. The basic 

configuration and the additional equipment required for the feasibi­

lity study is given in cr2oter 5, while chapters 6 and 7 give a 

detailed description of :he relevant hardware and software. The 
verification of the feas�oility study is discussed in terms of the 

data handling capacit\ of the system in chapter 8, the practicality 

of tj.me .. "'sha:cing real-tir:1e progr2ms in chapter 9 and the results of 

exp8rionce with the systsm in crapter 10. The recommendations 

resu1 frcm the study are presented in chapter 11. 



Chapter 1 

- :, -
The Purposes For Which the NIPR Required a 

Mini-Cdmputer 

1,1 Requirements of the NeuropsychQ.logy Division 

The principal work of the division involves monitoring neurophysio­

logical functioning by amplifving and recording the electrical 
potentials generated by the nervous system. The electrical signals 
thus derived were (and to some extent, still are) evaluated by 
subjectively scanning the graphic output of the electroencephalograph 

or �y making a multitude of measurements by hand. Some years ago 
a small special-purpose device, a Computer of Average Transients (CAT), 

was acquired by the D�vision. This device provided new analysis 
capabilities and relieved much of the manual work, but is limited in 
many respects when compared to a modern mini-computer. The increasing 
volume of work, the growing.backlog of only partially analysed data 

and the need to apply so�histicated modern procedures created the need 

for computerised acquisition and conversion of data to a form suitabl• 

for further processing end enalysis and off-line storage, The analyses 
required included digita: f:ltering, period-amplitude and Fourier 

analyses of tne EEG,and the detection and measurement of characteriet1ce 

of the evoked response. 

The following is a pr�cis of the requirements of the Division as set 
down in a memorandum by Dr. R .D. Gries.el da7.�d 11th January 1972. 

The techniques that a comJuter facility would extend OT make possible 
included 

{a) Evoked Response. Studies of brain potentials evoked in responea 
to visual, auditory and/or somatic stimuli would particularly 
benefit from a computer controlled facili tv. Current experiments 
used manual methods of control, or special but limited hardware. 

The computer would also allow more accurate and detailed recording 
of the evoked response than the currently used special purpose 
Computer of Average Transients (CAT). Projects that would use 
this facility are 70/11, 54/42 and 63/3. 
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(b) Contingent Negative Variation. A facility which the computer 

makes possible is the presentation of conditional stimuli, 

according to a programmable variable reinforcement schedule, 

for studying the amou�t of uncertainty people will tolerate 

fox allowing the development of the electroencephalographic 

contingent negative variation. Projects that would use this 

facility are 64/3 and 70/11 as wall as military and road 

safety projects. 

(c) Complex Stlmulationo The computer would make feasible the 

presentation of complex visual stimuli on the visual display 

unit, or tachistoscopic presentation of visual stimuli, at 

automatically controlled programmable rates of information 

presentation. Projects that would use this facility are 70/11, 

64/42, 63/3 and 64/3 as well as military and road safety projects. 

(d) Controlled Stimulatio�.· The computer would be used to present 

stimuli only when certain conditions exist in the central nervous 

system. This facility would be incorporated in the programs 

providing the above functions a 

Proj�cts in the Neuropsychology Division Reg�ixing the Use of a 

Mini�Computer 

Project 64/42 

Project 70/11 

Study of visual and auditory perception in 

differE�t racia� groups a The research aims at 

developing adeouate tests of visual and audi1rry 

functioning to allow a comparative study of a 

White ano Bantu groups. 

EEG and intellig8nce. The research aims at 

investigating the validity of measures of  central 

nervous activity (as measured by the electroence­

phalogrophic signals evoked by a stimulus) for 

predicting p[rformance on intelligence tests. The 

greater objectivity of the psychophysiological 

measures and their relevance in certain theories 

regarding intellective functioning would make them 

the preferred method of assessing intelligence in a 

way unaffected by the cultural assumptions inherent 

in traditional intelligence tests. 



Proj�� 71/17 

Project 53/3 

Project 64/3 

Other PJojects 
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EEG and psychomotor development. This project aims 

at documenting in terms of both electroencephalo­

graphic and psychbmotor measures the rate of 

maturotion of the normal Bantu child. The earlier 

studies of the NIPR concerning the effects of 

malnutritution on behaviour will be extended to 

assess the influence of infantile malnutrition on 

development as assessed in the above-mentinned way. 

The EEG, behaviour and brain damage. Although one 

aspect of this study includes the provision of a 

clinical assessement of the degree of brain damage 

found in certain cases of behavioural aberration, 

the project allows the acquisition of normative data 

and the investigatinn of the relationship between 

these olectrocerebra l measures and behavioural and 

neurological assessme�ts of the extent of brain 

damage .. 

Normal behaviour and brain function. On the basis 

of certain theoretical considerations it is expected 

that electrocerebral measures, including the EEG 

measures of speed of reaction to a stimulus, will be 

predictive of an individual's temperament as 

assessed psychometrically. 

Some projects not forming part of the Division's 

general research programme but relevant here are 

the clinical electroenceµ.halographic assessments 

performed from time to time and a fairly heavy 

commitment to outside bodies with regard both to 
similar clinical screening services and research 

into psychophysiological problems. 

1. 2 Requirements of the Temperament and Personality Division 

The need of the Division for the use of a mini-Qomputer was set out 

in the third report of the sub-committee for assessing future needs 

for D.P. equipment in 1971 and in a memorandum by Miss E. Spies 

dated 25th January 1 973. The computer would be used for data recording 
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of physiological responses, test item presentation 2�� on-line 

computation a Specifically, in project 64/19, Measurement of 

Effort, a computer was required to enable reliable measurement 
and recording of the heart-rate and several variables with which 

it is associated. The mini-computer �ould also make it possible 

to control accurately the stimulation producing various conditions 

of mental l oad (usually choice reaction in experimental studies). 

Preliminary analysis of the data would also be done on the mini= 

computer. 

1.3 R�guirements of the Psychometrics Division 

The Psychometrics Division set out its proposed immediate and future 

real-time computing requirements in the third report of the sub­

committee for assessing future needs of D.P. etjuipment at the NIPR 

in 1973 and in a memorandum by M.A. Coulter dated 25th January 1973. 

Project 64/7, Rate of Information Processing (RIP), required the 

computeriser presentation of stimuli on a visual display unit to 

a subject at increasing rates and the computerised scoring of 

the testee 1 s respons8o The test measures the speed at which a 

person can receive, evaluate and act on perceptual information. The 

test has been implemented and used as part of a selection battery 

for pupil pilots: but difficulties in administering anc: manually 
scoring the test have caused it to be dropped from use. 

·Future needs of the division for real-tima computing facilities 

concerned with test presentation were envisioned as the following 

(a) the�investigation of memory procetses, 

(b) the temporal integration of visual information, 
(c) the attentional a�d selective aspects of information 

processing, 
(d) testing tailorsd to individual requirements, and 
(e) testing with feedback o 

All these projects require a visual display terminal attached to a 

responsive computer with data storage and timing facilities e 
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Chapter _f The Expected Usage of the Mini-Computer 

A sur'.JBV was carried out in earlv 1972 to assess the expected work 

load on the mini=computer. The estimates of the expected usage of 

the mini-computer were derived from a questionnaire that was completed 

by the divisions that expected to make use of the machine and other 

members of the NIPR with relevant experience. Although the estimates 

could only serve as rough QJidelines, they were made by experienced 

people and definite conclusions could be drawn o 

The course of an experiment requiring the use of a mini-computer was 

broken down into six stages and the six participants in the survey 

were asked for their estimates of the time needed to complete each 

stage o The results shown· in Table 2 .1 ranged from two to ten months 0 

The total requirements for the research program of each division is 

given in Table 2 o 2. This estimate of two years to work through the 

current research program of the InstitLte made no allowance for the use 

of the machine for other purposes and assumed that there would be no 

delays in scheduling p1ojects to use the computer. Two years was 

therefore a minimum estimate and the total time was thought to be 

more likely to be between three and four yearsa 

Table 2 .. 1 Estimates of Time to ComRlete .a Project by Division 

-"':V:90',CaT� 

ExpE;rimental phase No. of da'Ls for a project 

EEG ERGONOMICS PSVCHOMETRICS 
��.:la.I---- --

l ·. Setting up apparati.JS and gett1ng 
it to work properlv. 60 30 5 

2o Compilation a.nd testlng programs .,, 

for controlling the experiment 
and recording datao 43 5 2 

3. Trial runs with li'J8 subjects and 
the complete setup. 4 5 3 

4o Production - conducting the 
experiment 20 8 22  

5. Compilation and testing programs 
for simple analyseso 23 5 l 

6. Analyses .. 100 8 1 

Total number of days 250 61 34 

Delays : 5% computer down, 5% 
apparatus down, 10% othero 50 12 ? 

TOTAL NUMBER OF DAYS  300 73 41 

TOTAL NUMBER OF MONTHS 10 4 2 



T abl e 2 .. 2 

Psvchometrics 

"" 8 ..,, 

Temperament and Personali ty 

Neuropsychology 

Tot al t ime for 7 proje c ts 

5 rno n t h s  

m::J n t .: ,s 
13 ;rl[) ITG ll S  

2 2f mon t h s  or  Gpp rox . 2 years 

Note : In estimating divisional dedicated requ i re me nts � it  was 

assumed that construct i ng experi men t al ap p a r a t us 2nd  g e t t ing i t  to 

work would require on ly . intermit tent access to t he computer and the 

main part of this would be overlapped wi t h  work  on o t h er projects and 

that this would also app l y  to a l esser ext ent to the  compilat ion and 

testing of programs and trial runs with live  subjects . Average t imes 

were obt ained by weig hti ng est imates according to t he e xperi e nce of 

the estima tor. 

Subsequent expe r ience has shown that the Ergonomics and Psychome trics 

experiment s requi r ed more than twice the t i me o r iginal ly estimated . 

Unfortunately , n o  comparable information is avail able for EEG 

experime nts as y e t . 

Adm i t t ing the roughness of t he e stimates , the concl u s i on was neverthe­

}ess inescapable that  the re  was too muc h work for a single computer 

to handle in seri al fashion . As t h8 urgent need  to process the large 

volumes of dat a  g i:m F:; :c a ted  b y  EE G p :r o je c t s  1z· o" l cJ t end  L o  l t1 ck  out the 

developmen t of programs needed for the exp eriment s  o f  the two other 

divisi ons , an  acute c o n fl i c t  0 \/ 8 I'  c ump i  1 t t� :t n u  cc  s , :: u r 1 1 d bu  

anti c ipated e I t  was  therefore nec e ssa ry to  cons i d e r  t h e  simu l taneous 

multipl�  . use of the computer, or the acquisit ion of two mac hine s o 
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Pros gnd  C ons o f  Purch�s i ng a Ti�- S�ar i ng 

M i  r,_i =·C omp u t �£ 

The quest i on whe t h e r  t i �e-shar i ng o n  a mini -co mpute r i s  practi c al 

is the subject o f  some c ont rove rsy 8 nd c annot b e  answered in general . 

The 2nswer d epe nds on the d e s ired aG p l i c a tion ,  on the ava ilable 

t cc�n ology  and o n  t h e  cu� rcnt "st o t e  o f  the art" . At the time the 

question w as b e i ng c o nsid e red  in late  197 2 , Uttal , an eminent authority , 

was arguing s g a l nst t he  L S e  o f  smal l : ompL t e rs in a ti me-sharing 

fash i on in ths l ab o rat o ry ( l ) o • • 

The g e neral argumE Gts f e r  t i me =shar i ng a r e  that it allows more 

e f fe c t i ve use t o  b e  made o f  t h e  CPU  and that it allow5 one computer 

t o  do  t he work  of two o r  mo r e o A rguments a g a inst ti me-sharing in the 

labo rBt o r y  are t h e  f o l l ow i ng : -

C i)  The comp u t e r c a nn o t  se r v i c e  more  than one user  requ iring 

rapid re sp ons e a s  the f i rst use r to be s erved will lock 

o ut al l o the r us e rs .. 

( i i )  Ope r a ting sy stem  ove r h eads are r ela tively he avier  on 

min i - c o mput e rs be � au s e  o f  limi t ed hardware and instructions . 

( i i i) The c ost o f  add i t i o n a l  p e riphe r a l  equ ipment to support 

time-s n a r ing  may b e  g re e ter than th e  c ost of purchasing 

add i tio nal c o mp u t e rs o 

( {v )  A t ime-shar i ng sy ste m re q u i res a large programming effort 

to impl eme n t o 

At t he t i me of the d ec i s i o n  o �  a t i me -sha�ing system for data 

a c q u i s i t i o n i n  t he N I P R 9 s l a h o r a t o r i e s  t h e re we re s e ve ral  manufac tures 

o f  m i ni-comput e rs t h a t  o � F e red  t i me-sharing faciliti es as n � Et of the 

standard software f o r  their mac hines. Thus the fourth argument fell 

away . 

• •  The controve rsy is s till v e r y  much a live : In Octo ber 1973 an 

entire session of The Third Nationa l Conference on the Use of On-line 

Computers in Psy cnol og y  held at S t. L oui s , Mi ssouri was devoted to 

actua l  time=shar i ng and mult iprog ramming applications . (2) In May 1975 , 

D atamation carried a n  art icle by  B . K . P .  H orn and P . H .  Winston arguing 

that the end of t i me=sharing is in sight . C 3 ) 
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Mast of the mini-computers on the market had interru p t  s ystems 

to al l ow rapid program switching with low software overheads . The 

actual data col l ecting routines were expected to be short and s imple , 

so that the time take n  to process an int errupt would be very short. 

The data rates required by the NIPR projects were not high in 

comparison to typical mini-computer  processor speeds - the maximum 

being 1 6  channe ls of data to be sampled every mil lisecond - and it 

was estimated that the time to read the data at this rate and transfer 

it to off-line storage would require about hal f a mil lisecond in every 

mil lisecond of CPU time o Most projects required much lower sampling 

rates. Thus timing conside rations were not e xpected to pose any 

problems and arguments (ii) and (iii) were not e xpected to appl y in 

the NIPR e nvironment . 

The position was therefore that , if it could de finite ly  be established 

that time-sharing was feasibl e in the NIPR situati on , i . e . that the 

above argume nts were valid , then the deciding factor would be the 

cost of a computer capabl e  of time-shar i ng compared with that of 

two dedicated machines, or 9 more accurate l y , the cost/bene fit ratio. 

It  is not strict l y  possibl e  to c ompare  a time-shared system with a 

non-time-shared system with equival e nt ex perimental control facilities 

since each system w i ll have facil ities that the other does pot have . 

F or e xamp l e, the time-sharing machine wil l  be the larger and will  

there fore al low program deve lopment to tak e D l ac e  more rapidl y  and will 

al low larger ana l ysis type programs to be run .  B eari ng this in mind , 

·the costs of two configura t i o ns quoted to the NIPR in ear l y  1 972 were 

as fol l ows . One system was a Varian, conf i gured for time -sharing at 

a cost of R 53 ,350 and the other was a non-ti me-sharing system costing 

R45 p 0DD � viz. a diff erence of R B , 3 50 .  A second, smal l er machine with 

Bk memory , a te letype, a cl ock ,  an analogue to digital converter and a 

casette tape for communicat ion with the larger machine (which would also 
need a casette tape ) would cost R l4 , 700 which is about twice the 

additional cost of the time -sharing sy stem . It was also k nown that 

the first e xtension to the system would be a disp lay unit for 

portraying the parameters of EEG data on�line so that the 

recording apparatus can be kept in step with changing conditions in 

the e xperiment .  To fit a display unit on the smal l er machine wou ld 



cost RB?OO for the screen and interface wheareas these additions 

would only cost R4500 i n  the Varian machine. In this case, the 

d i fference in cost would be R10 p 500 i n  favour of the time-sharing 

system. Antici pated later n eeds for other p eripherals such as 

printers, plotters , and additiona l memory capacity for both machines 

tips the balance still further 1 n  fa�our of the single machine .  On this 

rough basis, the advantage i n  cost appears to lie with the time-sharing 

system. 

( 1) Uttal W.R. Misuse, a buse, overuse and unuse of on-line 

computer faciliti es by  p sy c holog i sts. 

Behav . Res. Meth. and I nstru ; ,  1972 , Vol 4 ( 2 ) pp 5 5-60 .  

( 2 )  Proceedings published i n  Be hav .  R es .  Meth. and Instru ; 19?4 , 
Vol 6 (2 ) .  

( 3 ) Horn 8 . K . P . and Winston P. H.  Personal Computers . 
Datamation 19?5, Vol .  21  ( 5) . 
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Chapter 4 Prq_eos a l  to Undertake a Feasib i l i  tv StJ� 

The p roposal to  u s e  a m ini-c orn;:n.l ter  in t ime-sharing mode to s ample  
data from two o r  more e xpE r i men ts s imultaneously appeared fea s ible 
on theoretical g rounds  a s  worked � u t · fr om p rog ram specificati ons , 
Camac sp�eds , magnet ic tape  and d i s k  d ata  rates and CPU proce ssing 
time s·. B ut , because  t he pe rformanc e of a sy stem i n  practical 
situations often p resents  p�oblems unforeseen in theoretical  studies , 
it was decided  to undertake  a feasib i li t y  s tudy before  actually 
pu rchasing  a full svs t e�. 

Five  proposi tions  we re put f o rwa�d to  be tested , i. e .  'that :-

( 1 ) Computer partl 2 : p c t i c�  in  N I PR expe rimen ts could  be 
ade qu ately  hand led  from termina l s  l otated in l aboratories  
remote f rom the c omputer. I n  the  case  o f  EEG expe riments , 
the t e rmi na l  was to  be  e qu ipped with  a d i sp lay  unit a k ey 
board and gr9ph i c  and ha rdcopy fac i liti e s. 
In the case  o f  P � rsoGa l it�  and Temperamen t expe riments and 
Psy chometr i cs e xpe r iments the t e rminal s were to  be equipped  
w ith  a te l e t ype  aPd  a v i sual  di sp l ay unit with a k eyboard 
resp e c t ive ly . 

( 2 ) Two typ i c a l  N IPR e xpe: imerts could  b e  run s imultane o usly. 

( 3 )  The mi�imum 
20K or 24K . 

a�ou�t  oF core memory re qu i r ed would be 
��e  VORTE X operating s y stem was expe cted to 

take 6K , c �d ths F ortran  comp i l e r  BK s o  th at to run a 
F o rtran comp i l gt ion a 71 d  o�e  f o reground , data  gathering 
program would requ i re more than 1'6K . 

( 4 )  The  d isk  a nd tape unit  c ould  hand le the maximum data  rate s . 
for  s torage and s pool i ng . 

( 5) A teleprinter  wou ld s u ffice for the p rinting that was 
necessary . 
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H ardware  a nd Sof�ware  �sed for t he 

Feasibil i ty . $tud� 

C on figura t ion c hosen f or the fe asi b � l i ty study. 

T he p rec ise det ails of  t he equipment chosen for t he feasibil i ty 

stua y are g i �en i n  app e n d i x  A l. The  essentia l features of the 

s ystem are a s  fo l lo�s. T he compu ter  is a V arian V 7 3  with hardware 

mu l t i p l y /d i �ide , 2�K 1 6  bit words o f  memory , an operator ' s  teletype , 

a d is k 1 a rd a magnet i c  tape  dr i \ e. The dat a  logging faci lities are 

c a tered f or b y  a B or e r  C amac cra t e  co ntaining an ana log to digital 

coG ver ter, a 1 6  cha �ne1 mu l tiplexer , two clock/timers , and two I/0 

reg i s ter s. i h e  remo te t e rminals  a re equipped w i th : (1 ) a Tek tronix 

disp lay  u n i t  w i t h  g r 3 p h i c  and hardcopy  f a c i lities , ( 2 )  a teletype , 

and ( 3 ) a � Infoto n  t e let y p e  c ompatible aisp l a y  screen . Cables run 

to each termina l f o r  � 000ec� i rg exper i ment al apparatus directly to 

the C amac un i ts .  A smal : l i ne  p rinter was added to the system later . 

5 . 2  Comput ing F acilit i e s. 

T y p ic a l  i ns truction times i n  co re memory r �nge from 66[ nanoseconds 

fo r load5. rig a register to  664 : nanose c ond s · :  a divide lnstruction . 

T h e  comp uter and Cama= ha�a  e x tens i ve i n ts rrupt  facilities and t he 

V O R TEX  d i s K � b a s 2d o perat i ,g s ys tem wh i ch is being used to run al l 

p rograms on the mac h i 0e ,  S Llppo r t s  mu l ti-programming . These features 

provi d e  fo r rap i d  task s� i t c � i n g  when an interrupt is received. With 

this conf igur� t i on i t  is p ossible  t o  run pfograms for two experiments 

s i mu l t aneousl y  ( p ro v id i ng the pro grams have no conflic ting peripheral , 

Carna c  o r  memory requ irements) . 

S tand ard so f t ware whic h i � c l udes Fortran and an assembler with high 

level macro 3 upport  for  per i p hera l  I/0 and file handling faci lities , 

a l lows the computer to support  a l l  proposed program devel opment. 

However , the computer does not have f loat i ng point hardware , and fixed­

point arithme�ic is perfo rmed on 16  b it words , so only the simpler 

forms of d ata  analysis a re possible. 
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5. 3 Cam ac  Capabil i ties  

The Camac sy stem inte r faces  t he  comput�r with  the  experiment : the  
Camac c rate c ontains m odules  for  reading analog signa l s , reading 

. . 
and writing d ig ital data , controlling -sampl ing t imes and c onnecting 
o utsid� ( experimenta l )  events to  t he c omputer ' s  interrupt system .  

5 . 4 Resource  Allocati on 

The following tables  show the ha rdwa re requirements of di fferent 
f=lasses�. of experiments ( Table  5 . 1 ) and the c onsequent rest raints 
t h i s  imposes  on m ult ip l e  operat i on ( Table  5. 2) 

Tabl'e 5 . 1  R e source  Requi rem ents. 

-� 
EXPERI MENT RESOURCE 

H C"1 � :?: � l:> H ._. n 
2 "'O :r:, .. . 'l:) C 0 ' , .,  r 
-t C  c.-J G'l r n 0 0 0 
fT1 2 z -f n 
::0 C fT1 fT1 H ::0 ::0 ::,: 
:::0 c.r -t -f iJ f'Tl fT1 ' 
C rTl H H r c.-J G'l -f 
iJ n C'1 rT'l H H H 
-t CJ X c.n c.n � 

C 0 --4 rr, --4 --4 fT1 
::0 H l:> :::0 fT1 fT1 ::0 � c.n "'O ::0 ::0 
2 � £'11 ... 
G1 

,-... -
0 � .._ 

.. 

''1 i ll  i-
secs  

CEG ( l) - DATA  S AMPL ING 0 , 5 or  T or  D • • • ., 
EEG ( 2 ) - EVCKED RESPONSE C, 5 o r  T or D • • • • 
:EG ( 3) - CAT DATA TRANSFER  0 , 0 5  o r  T or  D • 
ECG - DATA SAMPL ING 0 , 3 o r  T or D • • 
R IP - DATA GATHERING 0 , 0 1  o r  T or  D • 
TEST PRESENTATI ON 0 , 0 1  • 

Note 
( 1 ) kn a ster i sk ind icates the m odul e  o r  resource  is  requi red  for  

exclusive  u se  of  t he particular  e xperiment . 

n -t c:: r -4 l:> 
0 � ::0 n F'Tl H  � ::0 � ' 2 
--4 
H H 
� 2 
fT1 --4 
:::0 fT1 

::0 c:: 
:r:, r 

• 
• 

( 2) In princ iple , all  experime nts may log  their data to  d i s k  o r  to  tape . 

( 3 )  The CPU times l is �ed incl ude s vs tem ove rheads , and a re e stimates  
tha t  were used  in planning the study . 
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Table  5 . 2  EXPER IMENT COMBINAT IONS. 

EEG ( l) EEG ( l )  

EEG ( 2 ) C EEG ( 2 ) 

EEG ( 3 ) p p EEG ( 3 ) 

ECG C C p ECG 

R IP p p p p R IP 

TEST �- p p p p p . TEST I 

Nmte 

( 1 ) C indicates a confl i c t  in resource requirement s .  
P ind icates it is poss ible to run the two experiments 

together. 

( 2 )  The table is  derived from res ource requi!'�ment s given in Table 5. 1. 
Some EEG type ( 1 ) experiment s may requ ire exclu si ve u se of  the 
disk  ard w i ll  t here fore con f l i ct with the Test Presentat ion 
experime�ts . Also i t  wou l d be poss ible for an ECG experiment . to 
share the ADC v ia  t he Mult iplexer with EEG type ( 1 ) o r  ( 2 )  
experiment s prov ided they d id not need more than 1 5  channe ls . 
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Detailed 03script ion  of  �levant H3rdwara and 
.!1§..._Cperatio n 

This chapter describes those features of  the system that  are 
explo ited by the experimen ta l  control programs . The i nstruction 
set pf t he Var ian ?3  is not d iscussed  as it conta ins all the 
standard types o f  instructi ons ( inc lud ing hardware mul t iply and 
d ivide but no floating po int i nstructions) and no u nusual commands . 
The V73 interrupt svstem is descr ibed in the f irst part o f  this 
chapter , together with t he BIC  and P IM I/0 opt io ns . The second part 
o f  the chapter describes the Camac syst em and the Camac modu les that 
are be ing used by the N IPR .  

6 . 1  Var ian ?3  Interrupt and I/0 Opt ions 

The standard I/0 i nstruc tions transfer o ne word o f  data to or from 
a periphera l device  under CPU co ntrol, but there is the Bu ff�r 
I �terlace Controller (BIC)  optio n  which perm its p eripherals to 
transfer blocks o f  data d irec tly  to or from memory at rates up to 
382 .720 words per second by imp lementing a cycle-stea l ing d irect  
memol' Y  access techn ique that a llows the transfer of data to proceed 
in  parallel wi th  other p rocessing . Cycle-stea ling trap requ ests inhibit  
the  p rocessing of  a stor ed program  far only t he memory cycle (i. e .  
660 nanoseconds) requ ired  to transfer one  word o f  data be tween 
memory and the peripheral . 

Data transfer by the B IC  is establ ished under  program control. The 
status of  tha B IC  is t ested a nd i f  i t  is net busy  it is ini t ialised . 
The se le c ted  peripheral devices are then  init ialised and the SIC  is 
supplied with  the in it ia l and final addresses of a b lock in  memory 
for the data . The BIC  is then act ivated , the per ipheral started and 
the S IC assumes control of  the transfer of  da ta, thus freeing the  CPU 
for other p rocessing . An example o f  the use o f  a BIC  is g iven in  
the program segment shown in  appendix A3 . 
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The Varian 73 includes an interrupt capability by wh ich certain I/0 
devices (and opti ons such as memory protect) , can , on a priority 
bas is , request the computer to  execute an instruction or series of 
instructi�ns independent ly of the program in progress. Following 
an interrupt , t he computer is directed t o  a memory address specified 
by the interrupt ing dev ice where it fetches and executes the 
ins truction (normally a jump-and-mark ins truction) that results in 
t he process ing of a service routine. The compu ter returns to the 
original program though an approp riate jump instruct ion at the 
conclus ion of the routine. This method of d ire ctly connecting an 
interrupt to  the  appropriate se rvice routine eliminates the s oftware 
overhea d  encountered  i n  some other machines where the operating 
sy�tem has to  periodicaily test whether a bit has been s et in  a 
special register. T he requirements for implement ing an interrupt 
handling routine under the VORTEX operat ing system are d iscussed in 
chapter 7. 

Standard Var ian peripheral controllers are normally no t capable of 
generating an interrupt when they require atten·tion because t hey 
cannot provide t he necessary memory address . This capability  is 
provided by t he Priority Interrupt Module ( P IM) . A peripheral 
c ontroller connected to a PIM  directs an interrupt request to  the 
PIM , which in turn implements the in terru pt. Up to e ight interrupt 
l ines can be s erviced by o ne P IM. Inte rrupt requests are stored and 
serviced in the order of their prio rity , which depends on how the 
connections to  the PIM are made from the peripherals. The P IM has 
an 8-bit mask register which can be  used to enable any �r all 
selected eigh� int er rupt lines. Appendix A4 gives the  allocation of 
in terrupt s  as t he mach ine was configured  in July 1975.  

• 

0 



- 18 -

6 . 2 CAMAC System 

6 . 2 . l  I ntroduction to  the CAMAC Concept 

The Camac concept arose out of the need  in  nuc lear physics 
research ta  interface many different kinds of t!a nsdu cers , and 
actuators to  digita l computers . A number of la boratories in the 
United  States and  Europe have estab lished a standard interfac ing 
system kno wn as Camac , a n  acronym for Computer Aided Measurement 
and C ontro l . It co nsists of a number of bins or crates , each of which 
wil l  accept up to 24 m odu les co ntaining instrumeptati on  to  be 
i nterfaced t a  the computer . These modu les wi l l  each have one or m ore 
o f  the f o l lowing fu nctio ns :  

Accepti ng l ogica l commands from a computer ,  
Sending status information to a computer , 
Accepti ng numerica l data from a computer , and/or 

Sendi ng numerica l data t o  a computer . 

Camac replaces the great variety of i nput-outp�t equipment found in 
vari ous m ode ls o f  c omputers by  a single nonproprietary desi gn 
standardised both e lectrica l l y  a nd mechanica l l y  to  e nsure compat ibi lity 
between modules supp lied by  di fferent manufacturers . 

At the rear o f  the cra te , there i s  a datawa y wh ich provi des p ower 
to  the modu les and a ls o  l inks them to the c omputer . It is designed 
to m i nimise the lo g ic needed in a mo dule and  a lso  to  provide a 
large repertoire o f  opera ti ons for the m od u le designer . The arch i­
tecture o f  the datawav is not pat te rned on the input/output structure 
o f  a ny make o f  computer , a nd it is t here fore necessary to interface 
it to the chosen compu te r , that  is , t o  reso lve the t ime and l og ic 
d i fferences betwee n the d atawa y  a nd the host input/output system. 
A ltho ugh this may seem to be mere ly  a case o f  shifting the i nterfacing 
prob lem to a different pa rt of the system , there are s ignificant 
advantages . The interfacing task is performed j ust once for a l l  the 
modu les . T he i nstruments a nd the computer a re made independe nt and 
either may be changed · or rep laced with no effect on the other. Thus 
di fferent comb i nati ons of m odu les , each com bination representing a 
particu lar e lectronic interface between the computer and experimental 
apparatus, can be set up with no  greater effort than p lacing the required 
modu les in a crate a nd p lu ggi ng them together and t o  the externa l 
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Epparatus, and several groups of modules , each hand l i ng a d i fferent 

experiment , c an operate in  paral lel.  Formerly a d i fferent electronic 

interface would have had to be const ructed for each  combination o f  

modules . The price whi ch must b e  paid  for this flexibi l i ty is the 

add it ion of another unit variously c al led the interface ,  the branch 

driver , the Camac control ler or the C amac processor . 

The CAMAC Control Hierachy 

In summary then , the Cam ac system provides the fol low i ng control 

hierachy . E ach module finds i ts home in  a crate that secures i t  

mechanical ly and provi des its i nterface ta the power suppl ies and 

the d ataway . The dataway prov ides the means of interconnecti on 

between the modules and the crate-controller w ithin one crate . 

Multi crate Camac systems are organised as one or more l arger struc tural 

units c al led branches in whi ch a branch highway provi des t he means 

of interconnec t ion between crate control lers , in  up to seven crates , 

and the branch d r iver. The branch driver is the interface between 

the Camac s ystem and the computer . 

The CAMAC b.fiM Concept 

When a c ond i t ion occurs in a module  that req u ires attention by the 

computer the module generates a s ignal on i ts LAM ( L ook At Me) l ine �  

E ac h  station i n  a crate h as a LAM l i ne a ss i g red to i t  individual l y .  

Some of the s e  may be d irectly connected the  co �1p u ter 1 s interrup t 

system vi a a PIM  ( sg e  t he tables in  append ix  A4) to enable serv i ce 

routines to be invoked qui c k ly  and with l ow so ftware overheads .  Al l 

of the LAM l ines in  a crate are connected to a status l ine assoc iated 

with the c rate, whi ch appears  a s  the BD ( B ranch Demand )  bit in the 

status word that the computer c an read from the I nterface or branch 

driver. When t he 80 b it is set , the computer may read the status of 

all 24 LAM l ines in a crate and thus determine which  modules requ ire 

attention. Some modules may have more than one cond ition that c an 

c ause a LAM to be set.  In  this c ase the cond i t ion must be  determined 

by spec i fi c  test commands. 
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� igure 6. 1 CAMAC ORGAN I SATION 
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The C AMAC Sys t em at the N IPR  

I ntroduction. 

The Camac system purc hased b y  the N IPR � •  i ncl udes modules to read 

analog signal s from up to s i xt e e n  c h a 'l ne l s, to read dig i tal dat a 

containi ng up to 3 6  bits , and to pro v l. d e  t iming facilities to 

enable samp l ing of s i g nal s at prog �ammable intervals .  

T he analog to digital convertBr ( AD C )  i s  used to sample an input 

voltage and convert it to a dig i tal number which can be read by 

the computer. 

The multiplexer i s  us�d i n  conj unction with the ADC to sel ect one of 

s ixteen input channels  for conversion . 

There are two clock/t ime r s  that can be used to ini t i a te samp ling 

operations or programs at programmable rates with a ba s ic t ime unit 

of 0, 1 mi l l i seconds. The ir L AM l ines, which are set whenever a timer 

interval h as expired, are co nnec t ed to the c omput er ' s  interrupt 

sys tem thus enabling prog r ams to be invoked  at regular interval s. 

T h e re are t wo Input/Outp u t  reg i s t e r s  w h i c h  enab l e  digital data to be 

read b y  the comp uter . T h e i r  LAM l i ne s  are a l so connected to the 

computer ' s  inte rrup t sys tem and a r e  set b y  ext e rnal  equipment to 

indicate th a t  t here  is new  data av a i lab l e . h s p ro vides t he 

facil i t y  for a program to l ie dormant in t h e  comp u t e r , thus freeing 

the processor for the  use o f  n t h e r  p rog rams , until the experimental 

equipment requires at tent i on. 

The i n terface ( b ranc h d r i v e r ) has an  op t i on c r uc i a l  to  t he success  

of  the feas ibi l ity  study. Th i s  is  the s o-called Block Trans fer 

Option wh i c h  by , effecting series  of CAMAC opera tions indepePdentl y  

of the computer, al l ows d ata gathering t o  proceed i n  paral le l with 

o ther proces sing. 

• •  T he component s  of t he CAMAC purchased by  the N IPR are lis ted in 

Table Al . 

Descriptions- of the facilities and functions of each module may be 

found in appendix A5,  in the manufacturer ' s  manuals , and in a 

report on Camac programming to be publ i s hed by the N IPR. 
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E lock Transfer of D ata  

The special feat ures of the Var i an S IC  and P I M , the Camac ADC , 

multiplexer, and clock/t imer modules are exploi ted by the Block 

Transfer Option of t he Camac interface t o  all ow data input to  t he 

computer with a minimum of CPU inv olvement in the data transfer pr ocess. 

The fundamental function of the B l ock Transfer Option is to issue a 

speci fied Camac command a predeterm ined number of times. T he way it 

is used in a typical mul t i-channel dat a  sampling program is as 

fol l ows .-

The program must in i tia l i ze 

( 1 ) the B I C w i t h  t he  initial and fina l memory address of where 

it is to store t he inco�ing dat e , 

(2 ) the multiplexer w ith the first channel to te  sampled , 

( 3 ) the clock/ t i mer with the sample interval , a; ;�  

( 4 )  the Block T ransfer Option wit h  the number of channels to be 

samp led and the Camac command to  read data from the ADC . 

The program then activates the  b lo c k  transfer and rel i rq� ishes 

contro l of  t he computer so  that the CPU is free t o  be  used by another 

program while the data transfer t akes p l ace  in t he following manner 

At the end of the sampling in terva l ,  the clock/ timer generates a 

signal which actual ly  be gins t he  dsta  t � �ns & e r  p r ocess. T he ADC use 

this pu l se t c  init i ate t he sa�pling of t he s i g na l  on the first 

multiplexer ch anne l , a�d  its c onvers i on t o  a digital value . At the end 

of the conversion , t h e  AD C g � ner a tes a pul s e  whi ch signals t he B lock 

Transfer Option  in the i nter face to  issue · a C amac read command to the 
ADC. The value  c onverted  by t he ADC is passed to the 8 IC which stores 
it in  the computer ' s  memory without inte rr upt i ng other processing. 

The read command also caus es the ADC to pulse the mul t iplexer to 
cause it to switch t o  t�e next channel. When  the switch has been 

completed t he multipl exe: pulses the ADC ( as the t imer did) causing 

it to begin a new sample and c onversion. The cy cle continues unt il t he 

count which was set in the B lock T rans fer Option has been reached when 

an interrupt to the comput e� is g enerated. The int errupt processing 

routine initialises the B IC and B loc k Transfer for t he next sample and 

p rocesses the data in the requi red way .  
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he way this Block T ransfer of data f rees t he CPU for processing 

other programs during t he data ac quisi t i o n cycle is illustrated 

in the timing c hart in F i g ure 6. 2 .  

Figure 6. 2 T im ino C h a r t  for B lock Transfer of Data 

B l ock Transfer Option 

Clock/T imer 

ADC 

Mu l tip l exe r 

F rcm TU  t h s  CPU  i s  i n i t i a l i s i ng t he data  t r an sfer function . 

� -
1 a s t  d a t a  word h a s  been read, the CPU 

is  free. 
F rom T l  to t 2  t he clock is timi ng t he sampl e int e rval .  

T 2  i s  the end o f  t he samp l e  inte rval a nd t he s t art o f  the  d ata  

transfer. 

F rom T 2  to T 3  t he ADC i s  c o nvert i ng the  s i gnal o n  the fi rst 

data channel . 

F rom T 3  to  T 4  t he B loc k T ransfer i s  issu i n g  t he first read c ammanG . 

At  T4 t hB  ADC rec2 i ves t he read c ommand ,  and passes  the d a t �  t o  

the 9 IC .  

At TS  the ADC pulses t he multiplexer. 

F rom TS  to T6  t he mu l t ip l exer is swit ch ing c hannels . 

At T 6  the mu l tip lexer pulses t he ADC and beg ins to second c ycle e 

At Tn the B lock Transfer F unct ion s i gnals the CPU that  the requi red 

number of data values have been read . 
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Chapter  7 Relevant Software 

The VORTEX Ope rat ing System . 

The VORTEX operating system of t he V aria n  73 computer provides 
for mul t ip-rogramming for several foreground programs ( i.e. those 

which res ide  s imultaneously in memory  and are processed according 
to p riority )  and one background program wh ich h as the lowest 
prio r ity and is liable to be moved  from memory to disk if foreground 
programs requ ire addit iona l  space . Jobs that are not time-dependant 
are run in t he backg round . The system also provides dev ice -inde pen ­
dent I/0 faci lit ies . Real-t ime processing is implemented by hardware 
inte rrupt contro ls and sof.tware t ask scheduling , of fo reground 
programs .  Tasks m ay be schedu led for execution by operator requests , 
other tasks , device interrupts or the comp letion of t ime intervals . 
Background process ing ope rat ion� , such as Fortran compila tions or  

OAS MR  assembl ies , are under con tro l  of the job contro l processor ,  
itself a VORTE X background task , and which is run wheneve r t here is 
sufficient memory and no foreground program is wa1t ing to run . 
Transfer of contro l between prog rams is effected by interrupts or by 
scheduling .  

All tasks are scheduled , activated ,  and executed by t he real-time 
executive ( RTE ) component of the operat ing system on a prio rity basis. 
The services that t he RTE provides include 

Scheduling a t ask . 
Suspend ing a task . 
Resuming exe£ut ion of a suspended task . 
De la ying the requesting t ask for a specified 
Abort ing a task . 

,+, .  u lme . 

The VORTEX Input/Output Contro l (IOC ) component processes all  
requests for I/0 to  be perfo rmed on pe ripheral  devices t hereby 
provid ing a common , device-independent I/0 system . 
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r , e  V ORTEX syst em is g e ne rated f rom a co l l e c t io n  c f  .'":J ,:.m ufactu rer  

s uppl i e d  programs on magne t ic t ap e  t h us t a i lo ring t he ope rating 

syst e m , to the specific requirements  cf e ach  user instal lat i on �  U s e r  

wr i tten  programs , such  as i nterrupt h a nd l e rs ,  c an b e  incorp o r a ted 

into t h e  operating svstem d uri ng t h  system genera t ion process . 

Each time new f ac i l i t i es such as f1 8 l•.! periphe rals or new interrupt 

processing routines are required  t he s yste m  must be regene rated. 

7 . 2  CAMAC Programming unde r  VORTE X. 

In a mul tiprogramming environmen t  two problems a r i se i n  re al - t ime 

applica t ions using a syst e m  suc h as the Camac. 

F i rst ly , programs mus t . ens ur e  t hat t h B y  do not i nterfere w i th  o t h e r  

programs b y  s imu � t aneously  us ing non- s h a re ab l e  r e sources � S i nc e  

VORTE X d oes not �; .ccd d e  t he means  o f  a l l o cat i ng r e s o u rce s t o  :::. 

par t i cul a r  task and a l l O LLl i ng t as k s  t o  que ue  f o r  a l l oc a t 5. on  i s  o n l y  

found in ope ra t i ng sys tems  on la rg e r  machine s , u s e r  p r o g n 1 ms mus t 

p ro vid e  t h e s e  fun c t i o n s  f o r  t he mse lv es . To provid e  t h e s e  f a c i l i t i es 

on t he ;\J IPR mach ine, a s e t  of co ri v e :itions  h a s  be en d rawn up and is 

de s c r ibed  i n  append i x  A 6  a nd i n  a - e port  on C a ma c  p rog ramm i ng to be  

l isheo  by  t he N IPR . S e c u �d l y , t h e  h and l i nq of int e rrup t s  mus t be  

t r anspa rent tc a l l t a s k s  run� i ng und2r  VOR TE X  ( i . e .  the  t as k s  must 

net  h a v e  t o  t a k e  a c c o u n t  o r  i n t e r ru p t s  o r  c t l ' 1 8 r  ta s k s ) and i t  must  

be  1j n n e i n s u ch  a wa y a s  n o t  t o d ,:; l :1 ·/ c 1:, . . P r r £? r c lu i. t h  t i rn e - - c  r i t i ca  }. 

t as k s � \J QR , ·.· X n r c1 d. des f or u s e r  1.JJ r i  t t: frn Hl 1, 2 ruot  hand  1 e r s  t o  b e  

inc o rp o ra t ed 11 1 -:; c  ., ! ?. Ci O P. r a ti ng  s y s t em a t  sys t e m  g e n e r a tio n time , 

b ut , a l  t houg h t , :i. s  e 2  2 �3 t h i:1 :·, r o b l e m  o f  e n s u r i ng trans p arancy , the 

softwa re ove ihe aos  i n  sch e d u l ing  the  t a s k  we re  e s timated t o  be  too 

great . H owev e r, wri t i ng a non-s t and a rd in t e r r up t  h a nd ling  p rog ram  

turned o ut to  b e  a r e l a t i v e l y  s i mp l e  prob l e m m The  ac t u a l  d e t a i l s  

and a n  examp le  p ro g ram a re g i v e n  i n  app e r d i x  A7 . 

In summing , the  three  possibl e w a y s  o f  hand l ing t he C amac un i t s  1 1 nd e r  

VORTEX a re : 

( 1) I nc o �oora t i ng a d r i v e r  in t o  t he ope rat ing s yst em - T h i s  i s  

too cost ly  in  ove r h e ads . 

( 2 )  Incorporating a use r-wr i t t en inte rrup t  hand l er routine  -

This is also t o o  cost l y  in o v e rheads. 

( 3 ) Writ ing a non-stand ard inte rrupt  handl er  program inv i s ib le 

to and outsi d e  the VORTE X s y s tem 9 



- 26  -

n , e  third possibi l i ty was th ·e one chose n for i mp lsrne nt :::itior-1 2 t  

t h e  NIPR . 

7 . 3 D ata Collection 

The pr i mary purpose of the  C amac s t ern is data acquisiti on and so 

t he central function of t h e  support ing software is that o f data 

acqu isiti on and storage . I n  e ach data acquisit ion prog ram this 

is accompl ishe d by  3 i nd e p e nde nt, coop erating processes .  T he  

first and main process, running  as a VORTEX task, communicat es 

with the use r  and controls the data acquisi tion process and L h e  data 

storage  process b y  prov iding  blocks of storage in memory and by 

allowing t h e  use r to sp eci f y  c ertain parameters. The  d gta  a c q u i s ition 

process is impleme nted · as an i n terrup t routi ne that is i r.vok ed  

when e v e r t he  appropri a te i n t e r r up t  occurs ; e . g. exp iratior of  the  

t imer inte rval o r  c omp le t i on of a bloc k  t ransfer of d a t a . T h i s  

task runs i n v i s i b l y  t o  t h e VOR TEX syst e m  and to a l l  tasks  runn ing  

unde r  VOR TEX , The third p rocess , cal l e d  the wri t er, runs as a 

s tandard VORTEX task s o  tha t i t  can use t h e  standard operating  

system I/0 fac i l i t ies for  d ump i ng d a ta to d i s�  or magne tic tape . 

T h is org anisation is dep ict ed  in  f i g ure  7 . 1 be l ow. 

,-· - . 
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T � e  Ver i f i cati on  o f  Data Spoo l i !� 

Capac ity 

8. 1 Data Transfe r Rat e 

T he .  rate at wh ich d ata ca� be tran s f e rred to disk or magneti c 

tape is  crucial  to t h e  s ucc ess o f  the f easibi lity study. The  

f irst step , there fore, was to  m easure the actua l  max imum data 

rat e s  that could be s u sta i �e d  by t h e  di sk and the tape as oppos ed 

t o  the th eoreti 8al  val u e s  upon  �h i ch the initial e stimates of 

f easibi lity had b e e n  b a s ed. Acc ount al s o  had to be  taken  of the  

e ffect ot he r pro g ; a�s  = c u � d  have  o �  the data tran s fe r  rat e . 

T o  apprec i ate t�e r e s u l ts of t ne  e xpe r iment s - whi ch are  s u�rna ri sed 

in tab le 8. 1 b e lcw 1 some und e rstanding of the way i n  whi ch  d ata 

transfer takes p : a � B  i s  n e �essary . Data t ra nsfe rs to disk , to tape 

and from  the Cama c t a k e  p l ac e  under control o f  t h e  BIC optio n o f  

the  V a r ian 73 � I n  c � gp t e r  6 i t  was e xplained  that when the  B I C  

trans f e rs a word o f  dat a t o  o r  f r om memory i t . i nh ibits pro c essi ng 

o f  the CPU for one me�o ry c y c l e . I �  t a b le  8 . 1  the maximum e f fective 

r a t e  at wh i ch data can be wri t t e n  t o  the d isk i s  shown to be 35 , 95 

wCJrds  ;::i e r  mi l l i s econd. A t  t h i s  ra t f� a n  a'J El rage G f  one in  4 2, 14 6 

rne �o� � c v s l es a re u s e d  b y  the  B I C  to  transf e r  a word o ut of  memory. 

F o r  t he  magne t i c  tape , t h e  max imum ra te  o f  d a ta t rans fer i s  9 , 30 

wo rd s p � r  m 1 1 1 · 3 e c o �d , � � i sh c o r respono s to one  in 1 6 2 , 920 memo ry 

c y c le s . I n  t� e worst  p o s s i b l e  case, w i t h  d a ta be ing written o ut both 

to di sk and to t2 oe  a t  rna � i�un  ra tes and be ing re ad at 16  words per 

mil l i s e c ond -fro m th e Cama:: sv s t err; u:-1de r B Jock T r a ns f' e r, the tota l 

d a t a  r a t e  o f  6 l f 25  w o r d s  p e r  m l l l i s e s o nd is  a c h i e v e d  wh i c h  re q u i re s  

one i n  2 4 , 73 memorv c v c l e s. Ano t h e r  p rogram runn i ng s imul t a neous ly  

w i t h  t h e  d a ta � rars f e r s w o u l d  t he refore e xp e r i e �c e  a drop in  CPU  

s pe ed of  o r. j_ v  :, ,O :+% .  
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C oncl usions : The maximum data rate that the disk w i l l  support, 

35 words per mi ll isecond, is well abov e the required maximum d a ta 

sampling rate of 16 words per millisecond .  The tape can support 
a maximum data sampling rate of 9 words per millisecond .  At thi s  

rate, however, it requires all of a� ai la b le memory for buffers. 

With a reasonab le buffer size  of 1 200 words the tape has a maximum 
data rate of 7 words per m i l lisecond .  T his is well above the 

maximum rate expected from experi ments other than EEG experiments. 

A buffer of 2000 would allow the data from an EEG experiment using 

8 channels to be  written to tape. 

Table 8 . 1 D isk and T 3pe Data Rates 

Rate  at which data is written to : Buffer Size - Number of words 

( in words per rni J l i seco nd) 120 1200 2400 5760 

D ISK - A L ONE 2 , 93  18  tf 20 , 54 35 ,95 

D ISK - W I T H  COPY PROGR AM  1 , 1 8  9 ·t 3 1  · 15 ,60 2 5 , 65 

TAPE ... ALONE 2 , 13 7 , 32  8 ,20 
TAPE � W I TH COPY PR OGRAM 2 , 1 3  7 , 32  8 '"2D 

Note D ata trans fers to t he di sk in mu l t i p le s  of disk sectors 

wh i ch are b loc k s  of 1 20 words so  that, for eff icient use 

of the d i s k ,  data should be in  re cords  that are multiples 

of 120 words. For ease ir. compa rison be tween  d isk  and 

t ape timing s , the b u f fer sizes for the tape were the same 

as f or tre disk. 

T he copy program si mu lates other user prog ram act iv i ty 
requi ring the disk . 

9 , 30 
9 , 2 9  
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The E ffects o f  Conf lict Between Programs for Ar,cess 

to the Disk 

When data is transfered to disk, the disk read/write head is 

positio ned to the correct track and it then waits until the correct 

sector appears beneath it bef o re beginning the data transfer into 

sequential sectors. There are therefore two overheads and two 

potential  bo ttlenecks 

( 1 ) The seek to the co rrec t track , and 

( 2 ) The search for the co r rect sector. 

The seco nd factor is inherent in rotating memories and is not af fected 

the way t ri e  disk is used • . However , the d isk d r ive h a s  only o ne head 

to serve b oth  disks , thus , if  mo re than one d isk file is being 

accessed s imultaneo usl y , there will be competition f or use o f  the 

Mead and i n  the wo rst case , the head w i l l  be mov ing  c o n t i nually  

f ro m  one f i le to the ot her . As a result , i f, in  a real -t ime experimen t 

i n  which data is being lo g ged to disk, other p ro]r ams are also 

to access the disk, then the t i me fo r the read/write  head to locate 

the data c1 c quisition p ro gram ' s  file and  the data t ransfer time must 

be  less th an  the rate at which d a t a  is being  read by the Camac system . 

T he effec t o f  competi t ion fo r the disk head was measu red by running 

a file c op y  p ro gram, which transferred  a file f rom  one part of  the 

d isk to  anot her , simul taneo usly  wit h a te s t  p rog ram which wrote to 

the disk at max imum speed. T he exper iment was not the wo rst 

possible case , b ut r e p r ese nt  a s it uat ion t hat wou ld be  common l y  

encountered i n  p ract ice . T he test p rogram  wrp te ac ross the entire 

disk , b ut the cop y i ng p ro gram used files located towards the midd le 

of the d i s k  surface rather t han at  ei t her ext reme . 

8 . 3  E ffec ts of  Conf l icti ng P rior ities 

A l l  data �ransfer is initiated by software and it was here that 

another possib le bottleneck was ident ified . The interrupts for 

the disk have hig h e r  p riorities than those for the tape and it 

appeared likely that when d isk interrupts were being generated at  a 

maximum rate that the processing o f  these interrupts and the scheduling 

o f  new disk data transfers cou ld po ssibly  delay the scheduling o f  data 

transfers to the tape. Th is  effect was measured by copying one file 

to itself  in blo c ks o f  120 wo rds , or 1 disk sector ,  while writing to 

tape at the maximc m rate w ith a program o f  higher priority. 
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Ccn c: iusions The results in table 8 . 1 above show that t he effect 

u ,  heavy disk usage on the tape data rate is negligible. 

Comparison of Actual with Theor_eJ).cal Timing Calculations 

The actual times measured for writing to the disk (in stand alone 

mode) are a little less than those calculated by adding the maximum 

access time to the product of the data transfer rate and the buffer 

size. The tape writing times are a little longer than the calculated 

times , and the measured start-up time at 130 milliseconds is signifi­

cantly · longer than the theoretical 18 mi lliseconds. 

8.5 Summar¥ 

To summarise , the data handling capacities of the dis k  and the 

magnetic tape uni t s  are more than adequate for the maximum 

requirements of the experiments present ly planned at the N IPR 

prov iding adequate b uffers are used. 
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Verification of the Time-Sharing Capab i lities 

of the System 

Experience with the system and experimental measurements have shown that 

time-sharing a mini-computer in the NIPR environment is feasib le. 

Two real-time data acquie ition programs have been written and used 
in live psychological experiments , simultaneous ly with program 

development at two other terminals  with no interference of real-time programs 

b y  non-real-time programs . The only degradation experienced by  the 

non-real-time programs was that imposed by the limitations of main 

memory space. Timing measurements were made with programs run both 
alone and in contrived bottlenecks and, with two caveats, have proved 

that the s ys tem provides adequate time-sharing facilities for the NIPR. 

9. 2 Terminol ogy 

Terms which may require some explanation and are used throughout the 

report are defined in the g los sary in appendix AB . Specifically  in 

this chapter from section 9.3  onwards the term PROJECT is used to 

refer to a " live" ,  psycholog 1L a l  experiment �here the computer was used 

as a tool, and EXPERI MENT refers to the case where the computing system 

itself was the subject of an experiment in the feas ibility study. Also , 

NORMAL MODE is used to des cribe the mode of d a ta acquisition from 

the Camac unit us i ng an explicit seri es of Camac I/0 instructions in 

plice of B lock Transfer . 

9 . 3 Experience with the System 

Two programs were used in l ive projects for real-time data acquisition 

(a) A program for the Personal ity and Temperament Division 
s ampled one channel of data from an electrocardiogram 

at 1 millisecond intervals . Its main memory requirements 

total led 8k with lk data beffers. This program was run 

continuous l y  for about 10 week s from April to June 1975 

and thereafter once or twice weekly.  
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(b) A program, fo r the Neuropsychology Division , sampled one 

channel of electro-encephalographic data at 1 millisecond 

intervals and required 5k of main memory  with buffers of 2k. 

This program was in co ntinuous use over a period of two and 

a half weeks. 

During the time that a real-time data acquisition program was running , 

normal program development , i. e .  file editing , assemblies ,  testing in 

the background , etc . ,  continued at one and sometimes two other terminals . 

There was no instance of a real-time program being affected by a non­

real-time program during this period . Non-real-time programs experienced 

some degradation because of the small amount of main memory available 

fo r their use . This was particularly acute when the ECG program was 

running because there was then insufficient room for t he DASMR assembler. 

Neither the EEG nor ECG programs left enough space for the F o rtran 

compiler . 

The reason the ECG program is 3k larger than t he EEG program despite 

substantially smaller buffers is that it had one subroutine in F ortran 

which required system supporting subroutines �cc�pying 3-4 k . Fur ther , 

these subroutines are not reent rant . This points to a limitation , namely , 

time-sharing programs should not be written in F or t ran owing to its 

large demands on main memory or, alternative l y , if  the ease of programming 

provided by F or t ran is important, then 24k of memory is i nadequate and 

at least 32k is necessary. 

Ttfe EEG and ECG programs could not be used simultaneously in a live 

experiment because b oth require the ADC . This cou l d  be remedied bv the � 
purchase of a second ADC. This illust rates an impor tant advantage of 

the Camac system, i . e. additional modules for mul t iplexing data 

acquisition can be installed at litt le extra expense and with no 

addi tional interfacing o r  control requirements . 

The most important conclusion from these operations is that the hardware 

and software are reliable and secure enough for development to proceed 

in parallell with real=t ime expsrimen ts. The pro vision of an interactive 

psychological test-presentation facilitv has involved a large amount of 

program development , all of which was carried out in parallel with either 

the real-time projects o r  other development . Development would have been 

considerablv delayed if this wo rk had had to wait its turn in the job 

queue . 



= 33  .., 

9. 4 Experiments  for T iming Interrupt -D r iven T ransfers of Control 

. 4 . 1 Introduct i on and Bac kground to the T iming Experiments 

Experiments were als o  carri ed out to exte nd the exper ience provided by 

actual processing. Measurements  of ti mi0g parameters were made for both 

modes of real-time data acquis iti on through the Camac system , and also 

f or s ome of the Real T ime Executi ve services of the  VORTEX operat ing 

system. The procedures fol lowed and the measurements made are descri bed 

i n  the following secti ons i n  enougn deta i l  t o  a l low the experi ments t o  be 

repea ted. The non-technica l  reader may sk i p  to a summary of the results 

i n  secti on 9.4.� .  

At the beginning of  tne  expe r imeG ts sev era l problems �e re  encountered 

which,  in the  end , turned out to b e  more of theoretica l  than  practical 

importance. 

(a) Both the Var i an  a nd t�e  Camac Timers ha ve a resolution of 0 , 1  

m i l li second s and i as  th is i s  the order of t he discrimination 

required i n  the t i m i ng mea s urement, roundi ng errors are la rge . 

However 9 def i n i te conclua i ons  cou ld  still  be  drawn from the 

resu l ts ., 

( t<.1 T �  mi ng rne as ureme r. t s  1;.1e re rn "3 de  o ·,; a L! cJ i ng ins t ruc t i ons  for reading 

a c lock  t o  e x i s t i ng i nterrru� t  p T o ce s s i n g  ro� t i nes . This modifi ed 

the  beha� i ou r  c f  t � e s a  rou t i ne s 5 bu t �ot so as to prevent useful 

re s u l t s  be i ng oo t a i�ed . 

(c) The �r i t i c a l  p a r ame ter  was the j elay in  i n i t iating an interrupt 

servicing r�ut ine  f o l lowi ng an  inter rup t .  There is no way of 

measuri ng t h i s  time d i �ec r l y  by  soft�a re , but  i s  poss ible to 

infer i t  re asonab ly  acc u r B te! y PTom other measurements. 

9. 4. 2 T he  D a t a  A cgu isi t i cr Proc e ss 

To understand the exper ime� ts  it  is  nec e s s ary to descr ibe the data 

acqui s ition process in  more deta i l  than in chapter 7. 

The Camac system i s  used for data acqu i s i t ion in one of two modes. When 

Block trans fer is used ,  da ta  from Camac  moaules is transferred to the 

computer under con trol of a B I C. Otherwi se , in  Normal Mode ,  the data is 

read i n  w i th a s eries  of Camac I /0 commands i ss ued under prog ram control. 

A Camac t imer t imes the s ampl ing process in both cases but the timing 

s ignal is used di fferently. 



Bloc � Trans fer 

W ith  the  B l ock  Trans fer of da ta , the pul se from the clock starts a 

proces s c �0 s i s t 1ng of  a numbe r  of c y c l e s  o f  acquisi t ion, convers ion 

and trans fer to the computer memory , i nde pendently of the CPU , and 

only when a ll the d ata h as been transferred is an interrupt generated. 

T he i nte rrupt serv i cing rout i ne reini t i ali z es the B IC ana Block 

T ransfer and may do ( a  sma ll amo unt  of ) p rocess i ng on the d ata. 

I f  d a t a  i s  not to  De l es t , i t  is n ece s s a ry that  t he d ata conversion 

and trans m i s s ion t i me i Tc r p � us t he delav i n  servic i ng the interrupt, 

Td , p l �s t h e  i nte� rup t 3 e r v i s e  time , T i , be } a s s  th a G  t he samp l e  

interval  Ts . Th i s  i s  i l l Gs tra ted i n  f ig ur e 9 . 1 belcw . Bec ause the 

dig it i s i ng i s  sta r ted o y  the 2 l ock  a nd c a rried out  " i ndependent ly of 

the c omp u t er the v a r i a t i o n , t he s am p l ing int e rv a l  depends only  on 

t he a c c u racy  oF the c l c : k � T he advaGtage  of B l ock  T ransfer  i s  tha t the 

CPU has t h e  i n terv a l  l �  a� a i l a b l e  f o r  p roce s sing othe r programs . 
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F igure 9. 1 Dat a  Samp l i:ig T iming Cr.art  for 6 2. " '  _, ;..;_ Trans fer_ 
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8 8 I C c omp l e t e  1 � te r r � o � :  end  o f  d 2 � a  trar smiss i on. n 
C C ontro l oas s e o  t o  i � � s ! r�p t  s erv l s ing ro u t ine 4 n 
D Contro l r e  t w r n e d to �- r -v; e : -r up  t e d p r o g .: s m .. 

n 

A n+3 

No t e s  Ts  i s co�sta r �  � 1 t r i �  t he order  o f  ac curacy  of t h e  Camac Timer. 

Tc doe s  n o t  � ary m�c h ( s ee  sec t i on 9 o h � 6) a nd is , for 

Td i s  unp red i 2 t � b � �  � o r  i t  depe�ds  on t he length of  time 

other p rcgra�s h o l d  b ack  i n t errupts  wh i le they  carry out 

non- i n t e rr�p t ib � e ap e ra t i o n s  .. 

T i  depends  on  t ne i engthe of t he serv ici ng routine and the 

oper a tiona l c y c le  t i me cf t he  CPU ; T he l a t ter  may vary 

accord i n g  to the  amount o f  c y c l e  s t e a ling used for d a t a  

t rans f e r " T i  repre s ents the t i me t h e  data a cquisi t ion 

program requi reo  exc lusive use o f  the CPU .  
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Normal Mode 

When the Normal  Mode of opera t ion is used instead of Block  Transfer , 
the interrupt gene rated by  tne clock �ulse transfers control to an 

interrupt -servicing routine wh ich  ini t i a tes the digiti zing and transfers 

data for n cycles to main  memory by  a sequence of Camac I/0 commands. 

In each cycle, t h e  routine te sts whether the next item of data is ready 

before performing the transfer , and thus the active data transfer is 

accomplished under control of the CPU. 

Figure 9.2 shows t he timing cha rt, wh ich i s  basical ly the same as 
figure 9. 1 except that the data conversion t i me is incorporated in the 

interrupt servicing t ime . i o e .  the data conversion commences at C and n 
not at An. As the momerit at  wh ich sampl ing commences depends on Td , 

a variation is  in troduced i n  s ampling known as " jitter" • • which , at 

high freguencies , c o rrupts the power spec t ral density and phase 

information of samn led  waveforms. 

F igure 9 .2 Timing Chart for Data Sampling _ under Program Control 

n C n+l  n+2 '11+3 
A A A 

1.1 

� Td .. 
!J ' 

� 

Ts 

T i 
Td 

, 

c n+ l  
D 

ri+l n 

T i  .... 
r 

I ' 
I� -

Sample Interva l .  
Int errupt servicing time. 

C 
IH2 

D n+2 

' 

� 

Del ay in initiat i ng t�e in ter rupt servic ing routine. 

Clock pul�e ; commencement of sample interval and interrupt 
generated . 

c1 • 

Initiation of interrupt service routine , commencement of data 
sampling . 

+3 

D n End of interTupt service routine; control returned to interrupted 
program . 

• •  Otnes R .K .  and E nochson L. Digital Time Series Analys is. 

John Wiley and Sons, New Y ork , 1972.  
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9. 4. 3 .  Compa rison of Camac Timer and V a r ian T imer R a tes 

A lthough the Camac Timer has a basic pulse r a te of 0, 1 m il liseconds,  

its clock can be read with a reso lution of  only 1 millisecond . Thus 

the V a rian Timer , which has a resolution of 0 , 1  milliseconds had to 

be used for measuring i ntervals of time . 

As the Camac Timers were used for initia ting the samp ling processes 

it became necessary to determine the relative rates of the Camac and 

V arian Timers . It was found that, while the Camac Timers run at 

identical rates , they were 0 , 32 per cent faster than the V a rian Timer 

as shown in table 9 . 1  below. 

Table 9 . 1  Compar ison of Camac and V a r ian Timer R ates 

Camac Timer Measured by V a rian Timer Ra tio of C amac Timer Rate 

Interva l Maximum Minimum Mean to V a rian Timer rates 

Timer Units Timer Units Timer Units T i me r, Units 

4000 3988 3 987 3987 . 3  1 : 0, 9968 
-., 

Notes (i) 1 timer unit is 0, 1 milliseconds 

• •  

(ii) with a 12 bit sca ler, the C amd� T i�ers have a maximum 

interva l of 40 9 , 5 mi lliseconds , h encB t he choic� of 

4000 timer units to minimise rounding errors • 

The accur acy of the Camac Timers, which are controlled by a 100k 

Hz quartz oscillato r , was verified with an oscilloscope to be well 

within the accuracy required for physiologi aal and psychological 

measurements . 



9 .  4 . 1� 

- 38 -

The First Series of Experiments Measurem8nts of Interr� 

Servicing Del ays using N orma l Mode and Command Timin9 

Method and Measurements 

The first series of exper iments were c a rried out as follows : -

(a ) An exper iment was i n it i a ted by setting the Camac Timer for a 

1 mil lisecond interv a l  and s tarting i t  simul taneously w i th 

the V arian Timer. 

(b) At the beg inn ing of each cycle the Camac Timer was s ta r ted 

and t he V a rian T imer read . 

(A in f i g ur e  9 . 3 ) n 

(c ) After the e l apse of 1 mi l lisecond , t h e  Carnac T imer genera ted 

an interrup t .  

(Bn i n  f igure 9 . 3 ) 

(d) When the interrupt servicing routine assumed contro l it 

( 1 ) Read the Varian Timer . 

( C  in figure 9. 3 )  n 

(2 ) Comp leted wha tever processing was  necessary. 

(3) Restarted the Camac Timer and  r e ad the  V ar i an Timer agein 3 

(A 1 in  figure 9. 3) 
n+ 

(4) Returned control to whatever pro gram was interrupted . 

Since the Camac Timer was used i n  the Command Mode (rather than the 

Cont inuous or automatic mode )  the technique is referred to as " timing 

on command" . 

The recorded time gave : =  

( 1 )  The processing t ime T .  = A 1 - C ! and 1 n �  n ·  

(2) The timed interval, T s  p l us the delay time . Td . i . e o 

Ts + Td = C - A .  
n n 
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The times required for starting the Camac Timer and read ing the 

V arian Timer are a few microseconds and are negligible in comparison 

with the round ing error in the Varian · T ime r measurements .  T he V arian 

Timer runs . sl i g h tly slower than the Camac T imer and , although th is 

factor can be neglected in calcul a t i ng the ma ximum Td experienced 

because the rounding error is very much larger , i t  must be t aken int o  

account when calculating t he mean delay time experienced , when rounding 

errors are eliminated by averaging . 

S ince the t imed interval, Ts , was set at 1 millisecond, the maximum 

del ay time, Td , is calcula ted by subtracting 1 from the l argest 

C - A ,  and the mean d e lay is c alculated by subtract ing the V ar i an n n 
measure o f  t he 1 mill isecond timed by the Camac Timer i . e. 0, 9968 , 

from the mean  v a lue of Ts �· Td. 
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T s  

Td 

A 
n 
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Timi ng Chart for  the F i rst  Method of .�?...§_§_!Jring 

Delay T imes Us i ng T iming on  Command 

n n+ .L. n+ n+ 
8 A 8 1 A 2 

C n+l 

1 ... Ti ... , 
!1 T d  ... 

,r 

I 

T ime interval of 1 mil l isecond . 

D e lay in i n i  t i s ting ·interrupt servic ing  routine. 

Pro cess i ng t i me i n  i nter rupt servici ng routine. 

8 r +2 

S tart  of timed i n t e rval , Camac T imer s tarted and Varian Timer 

read. 

8 End of t i med i n terv a l ; i nterrupt generated. n 
en I nt errupt servicing rout ine i n i t iated ; Varian T imer read . 

A n+l  E nd of  inte rrupt serv ici ng rout i ne ; Camac Timer s tarted and 

V a r ian Time r read o Start  of a n ew cycle. 

N o te T he dif f e r e nce between us i ng t i ming on command, i l l ustrated 

in fi gure  9 , 3, and cont i nuou s t i m ing , i ll ustrated in figure 

9 o l a�d 9 . 2 ,  i s  that , i n  the f orme�, the  delay period and the 

i n t errupt servic i ng per i od are outs i de the timed interval while 
in the l atter they  e re wi t h i n  the t ime d  interval. 

A set of typic a l  resu l t s  is g i ven in table  9.2 . The ECG and EE G prog rams 
were modif i ed ta write out t he times Ts + Td and Ti to disk or to tape . 

T he anal ys is  p rogram computed and p r i nted out the maximum, · minimum , mean 

and standard deviat i o n  of the t imes Ts + Td and T i  for s ucces sive samples 

of 1000 intervals . R uns us ual l y  about 60 to 90 seconds long, i . e. 
60 000 to 90 ODO interva ls and the resul ts s hown are for samples with 

longes t  delay s .  O ne or  t wo runs were made fo r each  cond ition in tab le  

9 . 2. 
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As bo th  programs used the same ti me interval a con� t a n� delay less 

thDn  the maximum m i ght be expected d ue to o ne pro gram becoming 

entrai ned  on the othe r as i llus tra ted i n  f i g u r e  9 o 3a below . On t he 

other hand , if the interrup ts for the ECG p ro gram occurred randomly 

during the processing of the EEG program the former sho ul d  show an 

average de lay of 0 , 0 50 mi l l iseconds ( th e  mean p rocess ing time for the 

EEG prog ram reading one c h annel o f  d a ta was approx i mately  0 , 100 mil li­

seco nds ( lines 4 , 10 and 14 . t abl e 9 . 2 ) ) .  

F i g '.Jre 9 . 3a 

L 

Timing C hart Sh owing Entrainment o f  One Program 

by Ano ther 

Timed interval 1 

P ro cessing 1 

T i med i n terval 2 

P roc essing  2 

Delay 2 

N o te haw  the timed in terval  of the second program has  be c ame displ ac ed 

a c c n-s tan t t i me re l a t i ve t o  th e f irst . 



Resul ts 

Table 9 o 2  

= 4 2  = 

Statist i c s of S e l ected Samples o f  1 000  J Gtervals 
1 '™ ·  

f rom Exp e r  i men ts Us in g Norm a l _:.tvl o d £-� and T i lT. i n g on Co mm an  ;j 

These samples have the longest delay t ime s i n  b a tc hes of 60 to 90 
· samp les where each sample r epres e nts 1000 I n tervals ( An interval is 

A 1 = A in figur e 9 . 3 ) . n+ n 

Td  m : l l ise c ond s T i  � mi l l esec o nds 

1 1 n E  P ro qram n tne r � i me to I n t errupt  I P rocess i ng T ime 

N o . 

1 

2 

3 

4 

5 

r 
0 

7 

Timed 

CD1 

CD1 

CD1 

E Tl 

CTl 

CDl 

CDl 

Programs 

G 

A 

A 
A 

A 

R 

"1aximum 

0 , 2 

0 , 1 

0 , 2 

Mean 

0 , 00 2 

0, 00 3 

0 , 00 3 

0 , 003 

0 ,000 

0 , 003 

0 , 005  

0 , 2  

0 , 1  

0, 2 

0, 2 

. o p 2 

Mean 

0 , 083 

0, 084 

0,086 

0 , 10 1  

0 ,085 

0 , 085 

0 , 085 =----�r.------r ------=+------+------�-----+-------1 
s 
9 

ETl 

E Tl 

CDl 

CD1 

Program Key 

R 

G 

ET l 

ET4 

C � ECG program , 

0 , 002  

0 , 002 

0 , 0 55 

0 , 2 1 7  

l . o o 4 Number of channels read o 

D = T i ming data wr itten to d i sk .  

T = T im i ng data wr itten to tape . 

G = G eneral undefined activity in  background and 

foreground o 

A =  Assembler o 

R - Disk reading program (disk u exerciser n ) .  

0 9 100 
0 ,099 

0 ,084 

0 ,0 84 

Z F ix to prevent the disk driver from disabl ing Camac 

interrupts. 



- 43  -

Line 1 of table 9. 2 shows res ults for the ECG prog ram r un with 

non-real-time programs. The maximum measured delay was 0 , 2  milliseconds , 

so  that allowing for the worst pos s i b le case of rounding errors , the 

largest  pos sibl e  da l ay is 0 , 3 mi lliseconds.  The recorded mean delay 

time was 0 , 002  mil liseconds. 

Line 2 of table 9.2 shows the resul ts for the E CG program run with an 

assembly w i th s imil ar resul ts  to line 1. However, line 3 shows a 

delay of 1, 1 milliseco nd s that occurred from 1 to 10 times during an 

as sembly tak ing appro� imat ely 90 s econds. Lines  4 and 5 show when the 

data was writte n  to tape  these  unusual delays did not occur. A trace 
program l ocated the source of  the delay i n  the VORTE X disk dr i v e r. A 

" fix" h a s  been  devis e d  that pre ve nts the driver from di sabling Camac 

interrupts and since then no  unusual delays have bee n  detected. 

The fix does not a f fect the working of othe r programs. This  is 

illus trated in lines  12  and 13  which show that the ECG p rogram experienced 

no unusual delay s whe n  the fix had been  applied and line 14 shows that 

it d id not affect the EEG program .  

Line 6 shows results when the E CG pro gram was r u n  alone and line ? 

when run with a program that repeatedly  read the same record from the 

disk,  the " disk exerciser" . The maximum T d  is similar t o  the previous 

results , but  the mean Td has increas ed to 0 1 005 mil li seconds for  the 

t ime-shared program. This was expected as the di s k  driver would at 

time s i nhibit interrupts. Lines  12,  13  and 14  show that, whe n  the disk 

driver was prevented  from inhibit i ng Camac interrupts ,  the mean delay 

was practically zero . 

L in e s  10  and 11 show the res ults when the ECG program was used with the 
EEG prog ram , the latter first reading 1 channel o f  data and then 4 

channels, b oth the maKimum and the mean measured  delays increased as 
expected. The maximum measured  process i ng t i me , Ti of t he EEG program 

was 0 , 2 mi lli seconds whe n  read i ng 1 channel  and 0 ,4 milliseconds reading 

4 channel s .  These were the maximum times the EEG program could d elay 

the  ECG program and such was obse rve d. 
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T he a c tua l average del ay was 0, 0 5 7  mill i sec o nd s � T h e  addi tional 

de : ay of 0, 007 milliseconds is  s imi l ar to t a t observed in line 7 

and c ould be due t o  the locking out  o f  the E C G  i nter rup t by : 

(1) VOR TEX Real T ime C lock  P roc e se , 

(2 ) T he di � '  or magnet i c  tape dr i vers . 

( 3 ) T he l o cking out  of EEG program i tself b y  one of the above . 

T he var iations in the p ro cessing times of t he two programs ( from 0,083  

to D , 085  for  the ECG  program) a re sma ll  and of no imp o r t ance i n  t his 

s tudy, but for c omple teness the major s ources are : -

( 1) T he effec t  o f  o t her p rog rams . No exp l a nat i on was found 

for th i s  a�d t he mat ter is di scussed fur ther in  sec t i on 

9 . 4 . B .  

( 2) T he rate a t  wh i c h  the AQC convert ed th e data o T he dependence 

of the data convers i on ra te of t he ADC is d iscussed in 

sec ti on 9 � 4 . 6  where it was impor tant i n  determin i ng the Block 

Transfer c hara c ter isti cs . 

( 3 )  Errors o f  measurement. 
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The Second Ser ies of  Experiments :  MB§S ur i �g I � terrupt 

Servicing Delays us i ng No rmal Mode wCJ,�:1, . .  ;;.c, ntinuous T iming 

Method and Measurements 

A second series of experiments was co nduc ed  t o  determine the delay 

c haracterist i cs of two real-ti me p rograms run i n  paral lel us i ng the 

continuou s  timing mode i l lus tra ted in f i gure  9 . 2 .  T his is the mode 

wh i c h  d a ta a cqu i sitio n  pro g rams use i n  prac t ice o 

(a )  An  experi ment wa s  in i t iated o y  setting t he C amac T imers fo r 

1 m i l lisecond i n t e r v a l s . T h e  f irst p rog r am to be s tarted would 

s tart its C amac  T i mer and the Var ian T ime r .  T he Camac T ime r 

o f the sBconc p r ogram t hen �as  s tar ted  i nde pe nden t l y . 

F o r  each  program : 

( b )  At  the end o f  a mil l i s e cond the Camac T i me � 1 e ne r 2 t ed an 

interrup t and  a u t oma t i ca l l y  b egan t iming t h e  n e xt i nterva l c 

( A  i n  f i gure 9 . 2 )  n 

( c) When  t h a  p ro g ram ga i ned co n tr o l  i t  

l )  Read  tne  V ar i an T ime r , 
r r  i� � i o ��  � ? '  ' '-'n ! .  I .� :;:J ... , .. , -' e - / 

2 )  C o mp l e t e d  w l"1 a t '.3 ver p :cc c e s s i n g u.i a t:  "•ff , �. 3 r  

3 )  R E ad t he V a r :, 3 n T i me r  aga i n , 

( D  i. n f : g ur , · .. 2 )  n 
4 )  R e t urned c o n t r o .i t o  :.Jh s t e \: E� p ro�F�3l'll  had tJeen i nter rL1p ted "' 

S i nce the Cama c T ime rs �ere  wsed  1 n  C o n t i nuo u s  Mote , t h e  techni que i s 

refer red to as " Cont i nuou s T i mi ng " � 

The recorded t i mes  g a ue t he i::roc 2 s s J rg t i me 9 T i  ::, D - C ., n n 
T he D e l a y  t i me Td = C - A was  c a l c u l a t ed b y  s ub t r ac t i ng the es timated n n 
T ime o f  A from the measu red t i me c f : �  A s sum! ng that s ampling began n n 
a t  A and that the sample  i n t2rv a l  i a  Ts , t hsn the  t i me A is  A + n o T s . 0 n C 
Because T s  was  defi ned b y  a Camac T ime r but  e l apsed  t i me s  we re measured 
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the Varian Timer , the measu red val ue of A i s  g i ve n  by n 
A = A + k .  n .  Ts n C 

k is a s caling fac t o r  def i ned b y  

k = ( Varian meas u re of  1 mil l i s e cond) / ( Camac measure of 

1 millis econd) 

= 

Thus t he delay t ime ,  Td is g iven  by 

T d  - C - A = C = A - k . n . Ts n n n o 

( 9 .. 1 )  

(. 9 .  2 )  

The f loat ing po i nt ar i thme tic i mplied by ( 9 . 2 ) was avo i o ed by the 

fo l l owing pro cedure  wh i ch used o nly integer add itions and subtrac t i ons . 

S ince Ts was l m i l lisecond , i . e . 10 ti mer units , an accumulato r  for A n 
was incremented b y  10 every int errupt . Aft e r  32  interrupts , t he 

d iscrepancy b et�een t n e  accumu l ator and the value  the V a r ian Timer would 

have p ro vided had i t  b e e n  ab le to  meas ure A was � by ( 9 . 1 ) , n 

32  x 1 ,0 - 0 , 9968 x 32  x 1 ,0 = 0 , 1024 millisecond s , 

The refore l t i mer unit was sub tracted f r om the accLmu l ator for  An every 

32 interrupts . Exp ressing thi s algebra i c ally , the recurs ive formula 

u sed to ca lculate An was 

A = A 1 + T s  - ( (n .  T s  mod ulo 32) + 1 ) /32 ) (9 .3 )  n n-
whe re is the " f l o or "  func tion which extrac t s  the integer part 

o +""  its argument � 

When .Ts is 1 milli second , t he difference between A calculated from (9 . 3) n 
and A calcu lated from ( 9 . : )  is 

n 

n(0, 1024  = 0 , 1000 ) /32  = 0 , 000075 n mi lli second s  

i . e ,  1 t i mer unit i n  1 333  int errup t s o 

( 9 .. 4 )  

I n  the experiments using Continuous  T iming, a delay of -0 , l  millisecond s  

was observed once every two o r  three s econd s  which implies that the 

error in  us ing (9 . 3 ) instead o F ( 9 . l ) to calculate A is  in fact 

= D, 00005 n millisecond s . ( 9 . 5 ) 
The period ic correc tion (9 0 2 ) is overes timated through using only four 

d ecimal place s  for k .  Worki �g b 3ckwards from the error (9 . 5 ) gives 

0 , 99688 as the value for k .
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Constrai nts Nece s s ary for Ma i ntai n i ng Data Integr i ty 

When T i me -� hari no R ea l -T i �e P rogrBmmes 

If  two real-time programs are to b e  n_: r : cgethe r ,  the following 

constraint is suffic i ent for mai ntai n j ng the integrity of the data 

( 9 .--&) 

where k specifies the p rogram , 

Tdk i s  t h e  . max i mum delay  experie nced afte r receiving 
an i nterrupt , 

T i k i s  the max i mum interrupt processing time , and 

T sk i s  the s ampling interval for the program. 

If Td is  the maxi �um G e lay �ue  to factors other than the processing 
5 

time o f  the other re a l - t im� = ro gram the n  further constraints for the 

case of two programs are ; 

and 

s i nce T i2 is the 

T i 1 
is the 

Hence Ti1 � T s  
1 

Ti ... + · T d s 

max imum 

max imum 

- Td1 � 

+ Td s 

pro gram 2 

prog ram  l 

c an 

can 

T s .  1 
( T i 2 

< 9 . a) 

d G l a \' p rog ram l and 

delay program 2 ,  

+ Td ) ( 9 .'9) s 

and corresponding ly fo r the other p rogram .  Combining the constraints 

we have 

Ti1 + T i 2 � f < Ts1 + Ts2 ) 
Td s ( 9 . 10.) 

If Ts2 and Ts2 are both 1 mil lisecond then 

Ti1 + T i 2 
� 1 Td s ( 9 .1 1 )  

and T i 1 � l - Td - Ti2 s 

and T i2 
� 1 - Td - Ti 1 s ( 9 .  1 3 )  
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R a sul t s  w i th o ., e_  Ryal:_i _�_ITle P : ooram  

Table 9. 3 s h ows � h o t th i s  se c o nd method  o f  estima t ing delays , Td p 

gave substantially the same results a s  the  f i rst . C omparison of 

line 1 of table 9 . 2  with line l of ta ble 9 . 3  s hows that , f or the ECG 

progrum reading 1 ch annel ) b o t h  method s detected the same maximum 

de lay of 0 , 2  rni llisecc nds , The average de lay measured is 0 , 048 

milli seconds wh ich i s  merel y the average error i n  esti mating the time 

o f  an interrupt i o e .  

C D r D  + D s l/ 3 2  + C , 2/ 3 2  + • • e •  3 , 1/32 ) / 32 = 0 � 4 8375 mi lliseconds ( 9 . 14)  

Therefore t he true mean delay is  zero , wh ich agrees w i th that measured 

p re\1 i ously o 

The maximum processi � ig t i me ,  , 1 , is the same f or b o t h  methods  9 but the 

mean pro cess i ng t i me ( 0 � 0 2 1  m i lliseconds  per i nterrup t )  i s  larger for 

the second due to the additional· ti me requ ired to cal c u late the delay 

t 1mes e 

L ine 2 of table 9. 3 shows that the met hod detec ted d e l ays caused by the 

d i s k �r ive r  s i mi l ar t o  tho se rep o r ted in l ine 3 o f  table 9 o 2 o  

§tat i st i cs o f  Se l e c ted _ Samo l e s  of 1000 I nterva :s from 

E x �? 2_:;- 1:11 en t s Us  i n 9=1i_9 rm a 1- Mode and C o  ;it  in u o us  T i m � n g 

., c 6 re the s a , : ,: le s w 1 t n t he l o r.  g e s ";:; d e  1 a �' t \.. me s i r, b a t c h  e s of 

·· ,=., .t i:J 9Ci  samp l e s  t.Jhe re eacr1 s av-rp le repres e c; � s  1000 Intervals. 

-v·�--=--·�--�•� ·· .  �� =- ---;;,�- -cs»�=�--=------1 Td : m1 l l 1 s 2 c o nd s  T i  : millisec onds 
--"- �-=--:r-==�---

-. .  T*- �---�-·- ·-�-�----� 
L �- : C:  F :c o g r am O ther ! T i �e t o  I � c e r rupt  Pro cessing Time 

l _-· =: l 

j P r o g r�ms Max i mum Mean Maximum Mean 

2 CD 1 I 

G 

G 
I 

I 

[} ? 2 
. , l. t � 

O p 048  

0 , 048  

0 , 2 0 ; 10 4  

0 , 2 0 , 104 
- �=- ·=-· ·,__�- - - �-=->=�-=��=--�-=----.,_-=--�------"""""""' 

Progr am key � C E CG program 

D Ti mi ng data wr i tten to  d i sk 

l l c hanne l read 

G Gene ral . undefined activity in background and 

in foreground o 



F i gu r e 9 . 4  T I ME -SHAR I NG A RE A L - T I ME P ROG RAM \·J I TH N O N - R EA L- T I ME 
PROG RAMS ; CON T I NU OU S T I M I NG I N  NO RMAL  MOD E . 

T h e  p rog r am t i me d  t s  t h e  E E G p ro g r am ( E Tn ) r ea d i ng n c h ann e l s  o f  
d a t a  and w r i t i n g t he t i m i n g d a t a  to t a pe . 

.... 
3 
:'D . . 
. ..,.. 

ill 
C"O 
n 
0 

V, 

1, 0 

o,9 

0,1 

0,7 

0, 6 

0, 5 

0,4-

�-------------------------...__� <:.,) Me.ca" 'Ddo'i """'e 
·---....-. ....... �) Ove..,."",e.acl 

o,o ______ .._ __ -'----�-----'-----'------L----.J.---J.----w F"W'c.e. r;� 
0 � 8 ,o ,z. ,,.,. u, ,r 

n = N uMbe r o f  C h a n n e l s. 

NO TES : 
( 1 ) F r ee T i me  i s  C PU t i me a v a i l a b l e  to no n - r ea l - t i me p ro g r ams . 
( 2 )  O ve r h e ad t s  t h e  C P U  t i Me u s ed to s pao l d a t a to d l s k  o r  to 

t a p e  p l u s VO R T E X  o v e r h e ad s. 
( 3 ) Hean D e l a y i s  t h e  me an d e l a y  i n  I n i t i a t i ng t he i n t e r ru pt 

s e r v i c i n g rou t i n e. 
( 4 )  T he  ma x i mum d e l a y i n  t n i  t l a t i ng t h e  I n te r r u p t  se r v i c i ng_ 

r ou t i n e . U ppe r  and l owe r l i m i t s s how t h e  co a r s en e s s  o f  
t h e  m e a s u r emen t s . 

( 5 ) t 1e an P ro ce s s i n g T i me i s  t he  me an t i m e to r ea d  f r om O to TI 
chan ne l s  or d a ta . 
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Further resu lts of expe r i r� en t �  u s i n Q  � h a  � o n t i nuc � s  T i m : ng mode a re 

d i splayed g raphically in  f i gures 9 . 4  to· 9 . 7. The measurements for a 

series of runs with the EEG prog r am r unning  alone and read ing  O , l, 2 o  • •  18 

channels are shown in figure 9 . 4. The mean value of T i, the time 

spent in the inter rupt handling routi ne , rose linearly with the number 

of channels read from an initi al " housekeeping " overhead of 0,070 

milliseconds .  The maximum delay, Td , d id not change w ith the number 

of channels read ; it is shown as a shaded band in the figure to 

indicate the poss ible extent of round ing errors . The mean delay time 

was practically constant ; varying from 0 , 0 4 8  milliseconds to 0, 0 5 1  

milliseconds over the enti re exper iment. 

The time available to other, non-real-time programs ( labelled F ree Time 

in figure 9. 4 )  shows a linear decrease with the number of channels 

read from 0, 8 9 9  milli seconds to .0, 005 mill iseconds for 18 channels . 

The measure of free time was obtained f rom a prog ram that ran at the 

lowes t pr i or ity and continuously incremented a coun ter , At 1 second 

interv als a h i gh pr iority prog ram read the counter and reset it to 

zero again . The ratio o f  the value of the counter to the number 

of times it could have been incremented in 1 second of uni nterrupted 

looping  gave the fraction of CPU time availa b le to the low pr iority 

prog ram .  The t ime not available to the low p r ior ity prog ram was used by 

1 )  The Camac I nterrupt handling routine i n  the EEG progr am which 

read n channels o f  data . 

2 )  The data spool ing prog ram which wrote the timing  data for 

the E EG pr�gram to tape . 

3 )  VORTEX system programs such as dri vers  contr o l l ing per ipherals, 

and cycle-stealing dur ing  the trans fer of data . 

4 )  VOR TEX s ystem routines such as the Real Time Clock processor 

which prov ides t i m i ng functions for the system, and the 

D i spatcher which p asses control to the highest pri or ity program 

that is  ready to execute . 
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The line label led Overhead shows an estimate o f  the ti me ::n e n t  1 n  

V OR TEX system programs and routines and in the data spooling 

program. It i s  calculated from 

To = Ts  - Ti - T f  ( 9 . 1 5 )  

where To is the overhead time . 

Ts is the sample interval ..  

Ti i s  the interrupt processing time . 

Tf is the free time . 

The gr aph of the free time shows that it was not possi b le to read 

more than 18 channels of da ta i n  one mil lisecond and perform other 

non-real- time funct ions . 
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F i gu r e  9 . Sa T I ME - SHA R I NG TWO R EA L - T l �E P ROGRAMS . 
C ON T I NUOU S T l : 1 1 NG A NO N O RMA L  MO DE , 

E E G PROGRAM 

The  p ro g r am t im ed i s  the  E E G  p ro;; rar•1 ( E T n ) r e ad t n � n channe l s  of 
da t a  a n d  w r i t i n g t he d a ta  to  ta pe 
f t  was t i me - s ha r ed  w i t h  t he E CG p rog r am ( CD l )  r ead i ng 1 c h a n ne l  
a nd  wr t t t n R t l m t n� da t a  to d f s k .  

1,0 

I 
:! 0,7 � 
3 ; ', (5 ) Me an  P ro ce s s i n g 1tfme . 
Cl) ' ' 

. .  � J � 
:: {_, 10 Ir-I �', - '� - ' ; · ,""', 
� 0,5, �" ', 
1 ! X '" o,j / � 

l ./ '""' 
I // " 1 

1 ,/ " . r , � 1 · p pe r L 1  I t  
0 �

! 

. .  · , , ?f . . ' .--_ .· .,. ��-- -T-.·-r-. � . . 

-···--,-71 >.,.-., ' m • 
f-J , 1 1· I / :' / , . '  i I , 1 1 ' / / · /

1 1/ , 1 I �  
' I I ' ! ' I / ' i ' ' / / ' ' / J / I ' 

;· /I //1
· f I I; ' , .  I �  I I .'  / ' I . / '/ . .  1 I , ' I ,  

/ '  ,1 0 h d /1/ �,1 , / //
1

_ . 1 j, . '  l·,. / ,1 l////'.:/; / ·/ · 1 11�1 8) v e r .  e a 
1/l /1/1· ' 1 // /, . ·  ' / <ii/ / / -'/1· '1/1// 1!/;11/1 / //i 

O; � - 1 , · ,, · · · 1 · ' 1 - • ' 1 1 1 1  -1 ' -1 .--·-
. , l4-) Lowe r L I  m i  t .  

/\\/ j, ' --- I " "  
___ -_·-=_-_--_---_-_-_-_-----------��tz) ' le a n lJ e l,a Y T i me .  

_JJb.) F r ee T i  me'>, � 0 1-..------------·----=-----JJ�------------�----
o 1 J 3 4- � 6 7 Z c:, ,o ,, , ;.. ,3 ' "'  

NOT ES : 

n = f Jumb e r  o f  C h nn ne l s . 

( 1 ) F r e e  T i me i s  C P U  t i me a va i l ab l e to no n - r ea l - t i me p rog-lF-amS .  
( 2 )  M ea n  De l a y  I s  t he mean  d � l a y l n  i n i t l a t l n g th e  i n t e r ru p t  

s e r v i c i n g r ou t i ne .  
{ 3 ) O ve r h ead  i s  t he C PU t i m e  u s ed to s poo l da ta  to  d i s k or  

to  t a p e  p l u s  VORT E X s ys t em o ve r h e a d s . 
f-ft7 The max imum d e l a y i n  t n l t l a t l ng t h e  I n t e r ru pt s e r v f c t� 

rou t i ne .  U pp e r a nd l ow e r 1 l m t  t s  s how t h e  coa rs en es s  of 
the me as u r em e n ts . 

( 5 ) Mean  Pioces s i ng T i m e  t s  t he mea n  t i me to  re ad f rom O to 1 0  
c ha n n e l s  o f  d a t a . 
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T I � i E - s HAR  \ N G nrn RE  /\ L - T ' M '.:. p R () G RAMs • 
C O N  T I NU OU S T I � l I , � G I � J t 10 Rt ', /\ L MOO E , 

E CG PQ0GRAM 

Th e p rog ram t i me d  i s  t he E e , ;  p ro r- r arn ( t:-n l )  r ea d i ng 1 cha nn e l o f  
d a t a  a n d  w r i t 1 n r. t i ri i ng d a t a  to d i s k .  
t t  w a s  t i Me - s h a r ed w i t h  t h e  E E G  n rog r �n ( E T n ) r e ad i ng n c ha n ne l s  
� nd  w r i t i n � t i m i n r, d a t a to t a p e . 

1,o 

0, 8 

0,7 
-i 
3 
� 
. .  0, 6 

Ji (S; U p  pe r L I m I t 
11n. ,1,; / ., ./ 

L .:J\tJ e r L i m i t 

0v e r h e a d  

Mean De l o y  T i me 
Me an  P ro ce s s i n g T i Me 

0 0 F ree I i  me 
I .L...-------------------------L�-1-..J--.J.;__�.u.u:;;..___ 

o l 2 3 4- 5 6 7 & 11 12 13 1.4 

NOT ES : 

n = Numb e r  o f  C h an ne l s . 

( 1 ) F r e e  T i me i s  C PU t i me 11 v a l l ab l e to no n - r e a l - t i me  p ror. r ams-. 

( 2 )  � , e a n P r o c es s i n g T i r.1 e i s  t he mea n t i me to  r e ad  1 c ha n n e l 
of  d a t a . 

( 3 ) t \ e an  P. e l a y i s  t h e  rie a n  d e l a y 1 n  i n i t i a t i ng t he i n t e r ru p t 
s e r v i c i ng rou t i n e .  

( ld Ov e r he ad i s  t h e  CPU  t i me u s e d  to S Poo l  d a t a  to d i s k o r  
to tape  p l u s  VORT E X  s y s t em o ve r h ea d s . 

( 5 ) T he rn a x · mum d e l a y t n  t n l t t a t i ng t h e  I n t e r r u pt  s e r v l c l ng 
rou t t n e .  O ppe r a n d  l owe r l i m i t s  s how t he coa r s enes s of  t he 
me asu r e, ;1 e n  t s . 
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F i gu r e 9 ,  Sc T I ME SHA R I ��G HIO R EA L - T l t 1 E  P RO GRAMS . 
COMPAR I SON \ '/ I T H TH EO R ET I CA L  U P PE R  BOU N DS , 

E CG p ro g r am r en d i ng 1 c h a n n e l e ve r y  m i l l i s e co nd . 
E EG p ro g r am r ea d. I ng  f rom O to 1 0  c ha n ne 1 s e ve r y  m 1 1 1  i s e co nd . 

Com pa r l so n  of  mea su r e d  p r oces s t n� t 1 me w t  t h  t h eo r e t i c a l  ma x i mum 
pe rm i t ted  p roces s t n r  t i Me . 

( l ) E E G  P r og r am . ( i i ) E C G  P r og r am .  

1Jo 1, o 
-4 

3 0, i' � T i ( ': E
°
G )  

t?, 8" 

� 0,6 �j 1 - T rl 5 - T i  ( E C G )  
0., 6 

D, 4-

01Z. T t ( E C G )  

. 0,0 o,o 
a "' � 1 0  0 2. &to ei 0 1 - Td!t-Ti(E:E�) 
No . o f  C h a n ne l s . i-.o . o f  C ha nn e l s .  

�omp a r l s o n  o f  Me as u r ed d e l � y  w i t h  t heo r e t { ca 1  �a x l mum de l a y .  

1 ) C, 

� 
- o, g 

. . 
o, 6 

0, 4-

:D 0, 2 

:, 
a.. OJ O 
U'I 

0 

NOTE: 

( i l j ) E E G  P ro g r am .  

1, 0 

o, g 

0,6 

T d s + T i ( E CG ) 
0,4-

T d ( E E G )  
o, z 

o,o 
Z; Q. 6 � 1 0  

No . o f  C h a n ne l s .  

( j V )  

0 2 4 

No . o f  

E C G  P rog r am . 

G 8 

Ch a n ne l s .  

Tds-.. Ti (�E;G,) 

· T d ( E CG )  

1 0  

C l ) Td a Q , 3 m i l l i s econds . The bands  s how t h e  po s s i b l e e x t en t  
of rou nd i n g er ro rs  I n  T i  and  Td . 

( 2 ) F o r  no l o s s  of  d a ta , ( 9 . 7 ) s hows t h a t: 
T t1 �1 -TDs -T l 2 ·  

( 3 ) T h e  u p pe r  bou nd fo r t h e  de l a y su f f e r ed b y  a n  i n t e r r u p t  
r ou t i ne t s  g i v e n  b y  ( 9 . 2 ) : 

Td.1,Tds + T  1 2 • 
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F i gu r e 9 . 6a T l r 1 E - SHAR I N G  F/0 R E A L - T l f 1 E  P F O G RAMS . 
co rn l N U OU S  T I M  I i � G  I tJ N 0 Rt 1 A. L  �WO E . 

T h e two programs  me a s u r ed n n d t i Me - s h a r e d  a r e : -

l n  f i gu r e  ( a ) The  E EG o ro g r an ( E T n )  r e�d ( ng n c h ann e l s  a nd  
I n  f i gu r e ( b )  T he  E E G o ro 1 r an ( C S � ) r e a d i ng 5 c hann e l s .  

0., 1 

o,o l  
0 

NOT E S : 

I {i?_ ) 

I I 1 (1 )  
l z 3 4 6 

n = Numb e r  o f  c h an ne l s . 

( b )  

o,a 

l5) Me.a"' �- kf\'\e 
-.......--- <.'-") U ff>eT �a 

l3J Ovc...,. Md-

i------------,,_____-...-t t,.) MeLV'I t)e,� 

n = N umb e r o f  c hann e l s .  

( 1 ) F r ee T i me : C PU t i me a v a i l a b l e to non - r ea l - t i me p ro g r ams . 
( 2 ) Hean D e l ay i s  t h e me a n  d e l a y  i n  i n i t i a t i n r.  t he I n t e r r u p t 

s e r v i c i n g rou t i n e . 
( 3 ) O v e r h e ad I s  th e  C PU t i me u s ed to s poo l d a t a  to t a p e  o r  to 

d i s k p l us VO RTE X o ve r h e ad s . 
( 4 ) The  ma x i mum de l a y  i n  i n i t i a t i n R  t h e  I n te r r u p t s e r v i c i n g  

rou t i n e. U p pe r  a nd l owe r 1 ·t m i  ts  s hO\'J t h e  co a r s ene s s  .o f llh e 
mea s u remen t s .  

( 5 ) Mean P r-0cess i ng T i me i s  t h e  me an t l me to r ea d  n ch anne l s  
o f  d a t a  fo r th e E E G p rog r am ,  a nd  5 c hann e l s  fo r t h e  E C G  
p ro g r ams . 
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F t !! u r e  9 .. 6 b T I H E  S HA R rn G T \../0 RE  A L:_ T H � � PROGRAMS • 
COM P A �  i S O N  �·� I T H THE O E_(; T i ;:A L U P P E R BOUNDS . 

E CG p ro g r am r e ad i nr- 1 c h a n n e l e v  
E EG p ror- r am r ea d i n � f rom O to 6 

:-1 r, i 1 1 i s e co nd • 
'. ,:. n n e l s  ev e r y mt U 1 s econd._ . 

Compa r J son  o f  �ea su r e d  p r o c e s s , n l 

pe rm l· t ted  proc es s 1 n f.! t i rne .  
t i me  w i t h  t heo r e t  i c a  1 max  I mum- -

l,  

3 0,8 � 

rmr E :  

( t )  E EG _ P rQ_LC arn .  

1 - ·: d5 - T 1 ( : c G ) 

( i i i )  E fG Pro � r am .  - -- ' . 

a .+ 6 8' 

No . of  C ha n n e 1 s .  
10  

.1 ,  0 l 

o !gJ 
I 
r 

0 ;6i 

( i  1 )  E C G  P rogr am..__ _ _  

,,�:;- ._·,, "'·<<J T t ( � C G )  ·����-,.;.,;" ,  .. 

-�/ 1 - Tds -TJ �G.l.._ 

C 2. 4- Ei 8' &O 

o f  C h 3n ne l s . 

( r . , ' ;: C -'� p ..... "':': ..... -.--- -, �.., _J _. .._ _U I :::,.=:. • (;J •,t t , 

No . of  C h a n ne t s . _ 

( 1 )  Td  5= 0 , 3 m i  1 1  i s  eco n d s . T h e  ba nds s how t b e  pc s-s lb 1 e -e-xt'en tj 
of r:ou nd-J n g  e r ro r s  i n. Tl -ao.d-:t'd . - - - - -

( 2 ) F o r no 1 o s s o f d a ta  , ( 9 • 7 ) s hows th a t : 
T i :1 � l - T d 5 - T i 2  

( 3 ) T he u pp e r  bou nd f o r  t he d e l ay - -su-f fe r ed b y - a n--fnte·rruitt-
rou t i n � i s  g i ve n  b y  ( 9 . 2 ) : -+� 

-Tdl (Td5 + T l 2 
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Resul ts with Two Real-T i me Programs 

T he F irst Experiment 

Figures 9 . 5 and 9 . 6  show the ef fects of t ime-sharing two rea l-time 

programs . W ith both p rogr ams sampli ng a t  1 millisecond intervals, 

the EEG p rogram successfully  read 9 channels while the ECG program 

was reading 1 channe l ;  and with the E CG p rog ram reading 5 channels 

the EEG program read 5 channels without loss of data , In  bath c ases 

when the EEG program was  set to r e ad one more channel t here was 

insuff icient CPU time fo r the spo o l ing programs to wr ite the data to 

of f-line storage a nd records were lost . 

However these results are  not conclusive. S ince the act iva t ion of the 

second p rogram was de l ayed until the p rocessing of the f i rst was 

compl ete and they used the same . sampling intervals, desp ite  random 

s tar ting points the  p rog r ams would tend to  synchronise, p articul arly 

when large numbe rs of channels were used o Thus in a r un of one 

minut e  succ e s i v e  i ntervals would have sim i l a r  values instead of the 

60 , 000 di ffe rent v a l ues when Command T i m ing is used o 

To obtain greater cer t a i nt 1, the theor e t i c a l  l i mi ts to the number of 

channe ls that cou ld be  h and led were cons iae r ed  and then a second 

exper i ment w i th une qua l sampli ng intervals was  ru� c 

Co�gar 1son with The  T h�gra t i cal UppBr  Bounds for  Ensu r ing Data I n tergr i ty 

a )  Max i mum Permissible P r ocessi m1� 

When two rea l-time p rograms sampling at  1 k i l o h e r t z  are t i me­

shared , ( 9 . 1 2 ) g iv es an u pper bound for the p rocessing t i mes 

of the programs t h a t  w i ll ensure no d a ta is lost : 

Td t he maximum delay due to non-real- time prog r ams was estimated from s 
f i g ure  9 � 4  to be 0 . 3  milliseconds . F igures 9. 5c ( i) and (i i )  show that 

( 9 � 1 2) is certainly s atisfied for the ECG progr am reading 1 channel and 

the EEG program reading 5 channels, and is possibly satisfied for 9 

channels if rounding er rors in the measurements a re ignored .  With the 



F ( gu r e 9 ,  7a TI ME -SHA R I NG nm RE A L - T l �·1 E P RO G RAM S  SAM P L I NG A T  
O I F F E RE NT RAT ES . CO N T I NUOU S T l M I NG I N  N O RM A L  MOD E . 

The  two p r og r ams m e su r ed a r e  i n · -
F i gu r e ( a ) . t h e  EE G p ro p: r an E T n  r e ad L·d� n c h a n ne l s  o f  d a ta  a t  1 , 0 

m t  1 1 i s e co nd i n t e r  v a 1 s a n  a 

F i gu r e ( b ) . t h e  EC G p rog r aM r e ad i n g 5 c h an n e l s  a t  0 , 9 m l  l l i s e co nd 
i n te rva l s .  

( a )  -1.,0 

O,C) 

-i 0)7 

:t> 

-
IJ) 

ro 

::) 
:lo "' o, 

(.6) Llrr:>e:"<' l,.,.,..,t 

0.) 7 

0,6 (__6) U
pp

e-i t...Md 

(._6) Low�,. £.,..,,f' 

l'+) P1 e,q"' P-;.e,. � 

(3) O v e."" huad 

0, 1 

q 0---------�W ): T�t.. T,�!i:... 
0 l 2 3 4 S 

n · =  N umbe r o f  C ha n n e l s .  n = Nunb e r o f  Ch a n ne l s . 

NOT E S : 
( 1 )  
( 2 ) 

( 3 )  

( 4 )  

( 5 )  

( 6 )  

F r ee T i me :  C PU t i m e av a i l a b l e  fo r no n - r e a l - t i m e p rog r ams . 
� \ e a n  D e 1 a y :  T he r1 e c1 n  d e l a y i n  i n i t i a t i n g t h e i n t e r r u p t  
s e r v i c i n R rou t i ne .  
O ve r h ea d  i s  t he C PU t i M e  u s ed to s poo l d a ta to d i s k o r  to 
t a pe p l u s VO R T E X  o ve r h e a d s . 
M ea n  P roc . T i me i s  t h e  me a n  t i me to r ea d  n c h a n ne l s  fo r 
t h e  E E G  p rog r an ,  a nd 5 c h a n n e l s  fo r t h e  E C G p r o g r am . 
T h e  ma x i mum de l a y i n  i n i t i a t i ng t h e  i n t e r r u p t s e r v i c i n g 
rou t i ne .  U p pe r a nd l owe r l i m i t s s how t h e  co a r s e ne s s  o f  
t he  mea su r eme n t s . 
Ma x i mum P r.oces s i ng  T i me , . t e ,  t he m .. �Tmuji y:+J:Irif �o r ea d  

( . n c hanne  1 s of d a t a . u pp e r  a nd 1 J;.:: r:t:mr1f�' . : :s.how t he( 

coa r s e ne s s  of  t h e m e as u r eme n ts . ·���:�,'. :�:i.:����:2"�...l p� �-/ , ..... \./ :,::.' 
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F i gu r e 9 . 7 h T lt1E  SHA R I NG nm R EA L - T U·1 E  P RO G RAMS . 
CQM PAR I so r� q I TH T H E  O R  E T  I CA L u PP  E R  B OU no s . 

ECG  p ro g r ams  r e ad i n g 5 c h a n ne l s  e ve r y  0 , 9 m i l l i s e co nd s . 
E E G  p ro g r ams r ead i ng f rori O to 6 d1 2. n n e l s  e v e r y r.1 i l l l s econd . 

Compa r i s o n  o f  me as u r ed p ro ce s s i n g t i me w i t h  t h eo r e t i ca l  ma x i mum 
pe rm i t ted  p r o ce s s i n g t i me .  
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NOTE : 

No . o f  C ha n n e l s .  
0 2 u.. b 

: Jo . o f  C ha n n e l s .  

C 1 )  Td s = O ,  3 m i  1 1  i s e co nd s . T he b a nds  s how t h e  po s s i b l e 
e x te n t  o f  rou nd i n� e r r o r s  i n  T i  a nd Td . 

( 2 ) F o r no 1 o s s o f d a t a , ( 9 • 16  ) s ho vJ s t h a  t : 
T L, , t < Ts 1  + Ts 2. ) - T d5 - T i 2 • 

( 3 ) T h e  u p pe r bou n d  fo r t h e  d e l a y  s u f f e r e d b y  a n  I n t e r ru p t 
rou t i ne i s  g i ve n b y  ( 9 . 2 ) : 

T d i.  ,4 Td $ + T i 2, . 
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ECG program reading 5 channels , figures 9 . 6c (i )  and (ii) show 

that (9 . 12) is satis fied for the EEG program reading 1 channel , and i f  

rounding errors in the times can be ignored , possibly 6 channels. 

b) Maximum Predic ted Delay 

In (9 . 7) it is shown that the maximum a program will be delayed is 

Td1 � Td
5 

+ Ti2 

Figures 9 , 5 c ( iii) and (iv) and 9 , 6c ( iii) and ( iv) show that in the 

exper i ments the maxi mum Td measured was c onstant ( except for the case 

of 10 c hannels  i n  f i g u re 9 . 5 c ( i i i ) ) �nd was we l l  bel ow the predicted 

delay . This sugg8 s ts that within the limits of 9 and 5 channels 

respectively , neither program delayed the other . 

The Sec ond Experiment 

As mentioned earlier , determining the distribution of delays for each 

c ondition (i. e .  number of channels) would have required a large number 

of runs at each condition . This was not feasible in the time availab le , 

but the same informati on could be obtained by rerunning the experiment 

with different sampling intervals for each program t o  eliminate 

synchronization . Therefore a further experiment was performed with the 

ECG program reading 5 channels and sampling at 0 , 9 m i lliseconds and 

the EEG program readi ng O to 5 channels and sampling a t  1 millisecond 

intervals . The results are shown in figure 9 . 7 .  

The ·c onstraint for maximum processing time , (9. 10 ) ,  in this case becomes 

(9. ] 6) 

and since Ts1 = 0 , 9 and Ts2 = 1 millisecond 

( 9 .17) 

The results from this experi ment c orroborate the previous results .  

Figures 9 . 7c ( i )  and ( ii) show that the c onstraint is satisfied for 

possibly 3 channels . No data was lost however, when 5 channels were read, 

thus showing that the c onstraint is c onservative . 
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The upper bound on the delays likely to be experienced is possibly 

reached by the EEG program - figure 9. 7d ( iii) - and is closely 

followed by the ECG program - figure 9 . 7d ( iv) . This is expected , for 

with unsynchroni zed sampling intervals , the int.errupt for each 

program will occur progressively in steps of i or 1� across the entire 

sampling interval of the other program and thus the condition of maximum 

interference will arise . 

Conclusions 

T r1e upp e r  bo und on the processing times of real-time programs given 

by ( 9 , 10 ) , i. e .  

Til + Ti2 s i (Ts1 + Ts2) - Tds 

is conservative due to the relatively large rounding errors in measuring 

the parameters. In all three experiments this constraint was exceeded 

wi thout loss of data . 

The upper bound on the delays experienced by one program when time­

shared with another real-time program is given by (9. 7) i . e. 

and its limits were approached when the two programs were unsynchronized. 

When a real-time program was run alone , the mean free time curve was 

linear and could be used to predict the maximum number of channels 

that would be read - figure 9. 4 .  However , when two real-time 

programs were time-shared the curve could not b¥ used as the 

extrapolated maximum number of channels exceeded the number that could 

be read . ThiE occurred when the two programs were sampling at the same 

rate or at slightly different rates . No explanation has yet been found 

for this anomaly .  

The system is able to  handle the stipulated maximum load for an EEG 

project , namely sampling 16 channels a millisecond . 

When an EEG project uses 8 or fewer channels (the more likely case) 

the system is able to time-share a second real- time program using 

Camac modules . 
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Program Design Guidelines 

The experiments resulted in the following _ rules which may be used 

as rough guides in designing a real-time data acquisition system. 

1 )  A real-time program run alone may use up to 95% of the CPU 

capacity . 

2) Two real-time programs shared, may together use up to 65% 

of the CPU capacity . 

3 ) A conservative estimate of the " housekeeping" necessary to 

service an interrupt is 0 , 06  milliseconds . 

4) The time to read 1 channel is 0 , 0 49 milliseconds . 

5 ) The fraction of CPU time used by a real-time program may 

be estimated by running it with a program measuring unused time 

and allowing for a 5% overhead . 

i . e. R + S + D , 05 = 1 

where R is the fraction of CPU time used by the reRl-time program, 

and S is the fraction of CPU time used by the measuring program . This 

method does not require modification of the real-time program. 



- 5 5  -

9 . 4 . 6  Experiments with B lock Transfer Using C ontinuous Timi..,Q_g_ 

Further experiments measured the delays experienced by a program using 

Block Transfer. The procedure used for the second s e r ies o f  

measurements was followed except that the inter rupt s e rvicing routi ne 

was initiated by the interrupt generated by the B I C  when it had 

transfer red the last word of a block of data. Results are shown 

in table 9 . 4  below . 

Line 1 of table 9 . 4  shows very similar results to line 1 of table 

9. 3 , i. e. the maximum delay 
.
time was 0, 2 milliseconds , the mean delay 

time , measured at 0, 048 milliseconds , is es sentiall y zero , and the 

average processing time was D , 105  milliseconds . While the progr am  was 

readinc 17 channels • •  at 1 millisecond interval s,  85% of the CPU t ime 

w2s avai lable f�r non-real-time p rograms. This i s  because with B lock 

Transfer the data conversion (Tc in figure 9. 1) is car r ied out ir 

parallel with CPU operations . The same operation in Normal Mode leaves 

only 10% of the CPU ti me for other programs . 

Line 2 of table 9.4 shows the delay exper ienced when B lock Trans fer 

was time-shared with a program continuously a cces sing the disk . These 

delays occurred several times a second, and appear to be related to the 

seek time of the disk  because the s hortest delays ( abou t  15 mill i ­

seconds) are experienced when the same record i s  read repeatedly , and 

the ·longest delays ( about 78 milliseconds ) occur when  records from 

widely separated files are read . The reason th� s occurs despite the 

hi gh pr iority o f  ttie interrupt is bei ng s ough t  b ut unt i l  i t  i s  found , 

t ime-sharing a real-t ime program us ing Block Transfer is ruled out. 

• •  When more than one c hannel is read using Block Transfer , the first 

channel is read twice. Thus reading 17 channels provides 16 channel s 

of data and hence the comparison with Normal Mode reading 16 channels . 



Table  9 . 4  

- 56 -

Statistics of S e l ected  Samele s  of 1000 I nterva ls 
from Experimen t s  U s i ng B lock Trans fer and Con t inuous 

T iming 

These sam�les have the longest d e lay  in  batches  o f  60 to 90 samples 
where each sampl e  rep resen ts  1000 interv als. 17  channels  were  
converted each  cyc l e  a nd transf e r red  to  m em ory . 

I T d  : mi l liseconds T i  . Mi 1 1  iseconds  . 
I L ine 

. .  Pro gram Other i T im e  to interru p t Processing Tim e  

No . T imed 

i 8 

2 8 

Program k ey 

Programs l Max i mum Me a n  Max imum 

- 1 j 0 , 2  0 , 04 8  0 , 2  I ;  
R ! I 4 3 , 3  0 ,  1 1 5  0 , 4  

8 E[G ;:i ro g r am  re ad ing 1 6  cha nnels .  using 
8 1 o ck T !' 2 r: s f s :· • 

R Disk exerc i 3 s r . 

Mean 

0 , 10 5  
D , 10 5  

Data Conversion Times 

T he �Jming chart for Bl ock T ra ns fer da ta  samp li ng ( f i gure 9 . 1) shows 
tha t  for no loss of  d ata 

where 

Tc + · T d  + T i �  Ts  

Tc i s  th e data  conversi on and  tra ns fer time , 

T d  is the max i mum d e l ay e xper i enced , 
T i  i s  the i n t erru pt processing time , and 
Ts is the  s amp le  i nterva l. 

Ts  was set  by the sampl i ng p rog r am , Ti and  Td  were m e asured as 
descri bed a bove and Tc was  m e a sured  in a further s eri e s  of exper iments 

us ing the following procedure : -

a) A l l  i nterru pts were di s abled. 

b )  The S I C  and B l ock  Transfer were ini t i a l i z ed .  

c )  The B lock Trans fer was s tarted  and the Var ian Timer 

read . 
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d )  The p rogram  looped  on a " se nse  B IC ready " 
ins t ruc t i o n  unt il t t e 3 l ock T r an s fer had comp le ted. 

e)  T he  Va rian T ime r W 3 5  r e ad . 
f)  All i nte rrupt s we rE  e nabled . 

T h e  d i ffe rence . i n the t i mes  g ave the durat ion o f  t h e  speci fi ed number 
of  d ata co nve rs i o n , d a t a  t r a n s fe r , a nd ch annel switch  cycle s under 
con trol of t he Blo c k  T rn ns fer  O p t i on equ iva le nt to Tc in f igure 9. 1 .  

T he times requ i red  to r e ad the  V a r i a n  T i me r  and  to  execute severa l 
inst ruct io ns bef o re re a d i ng t he T i me r  the .  sec ond time amount to  a 
few micro-seco nds  and c an · be i g n o re d . Result s a re s hown in figure 9. 8 
b e low .  For  these  e xpe r ime n ts the i nput to the AD C wa s open .  The  ADC 
uses a succes s ive a pp rox i mati o n  me thod  and the co nve rs i o n  in time 

depends  on the voltage conve r ted . For example , figure 9 . 8 shows that  
with the  ADC inpu t open  tre mean  ti me fo r read i ng 17  c h annels was 0, 54 1  
mill is e co nd s . W i t h vary i P J vo l ta g e s  me an co nve r s ion t imes ranged from 

0 , 476 to D , 54 9  m i l liseco nds. 

Tak i ng T d  a nd T i  from t able 9 . 4  and  s u b s t ! t uti ng into ( 9. 18 )  With 

T s = 1 mi l l i s ecord  g i ve s : 
T c � l - D , 2  - 0 , 2 = D , 6  G : l l i s a conds. ( 9 . 19) 

F or re adi ng 17 channe l s the max i mum me as u � �  � : l ua o f  T c  was 0, 6 
mi lli seco nd s , sa t i s fyi ng ( 9 . 18 ) . T c ,  Ti a nd Ti  a re maxi ma of  100 

m�asurements , e a c h  sub j e c t  tc a rou nd i ng  e rror of O , l  mi l l i se conds . 
Allo wing fo r the worst case , ( 9 . 18 )  becoms s 

Tc � 1 - ( Ti + o .l )  - ( Td + 0 , 1) mil l iseconds 

or Tc � 0 , 8 - T i  - Td . ( 9 . 20 )  

Os ing the same subst itut io n  a s  a bove give s 

T c � 0 , 4 mi l l i se co nd s  
wh ich  allows up to 1 2  c ha nnels t o  be c onve rted and read. Th ia  
calculat ion i s  necessa ri ly con se rv a t ive g iven the  coa rseness of the  

measurements , and i n  pract i ce 17 c ha nn els  have been read  a t  1 m i ll isecond 
inte rvals  w i thout loss  o f  data,  and po s s i bly  up to 25  c hanne l s  could be 

safe ly read . 
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9. 4 . 7 Timing of R.T. E. Funct i ons 

An addit ional exper iment was  run to d e t e rm i ne VOR TEX ove rheads in 

swi tching t a s k s  using functions p rov ided the Real Time Executive 

(R .T. E. ) component of the ope rat ing syste m s  

The interru p t  handling facili t i e s  p ro vided  by V ORTEX a llow for r outin�s 

to be Directly Connected or Ind irectly Connected to  interrupt s . Indirectly 

Connected interrupt  handling r out ine s  are scheduled by the Common 

Interrup t Handler  wheneve r the ir inte r ru pts occu r ,  and they run a s  normal 

VORTEX p rograms and may u se all the rac i l i t i e s  p rovided by the sy stem . 

D i rectly Connected interrup t routine s have c ontrol pas s ed directly 

to  the m  when the CPU re�ogni �e s the ir  i nte r rupts o Thus  t h e y  a re no t 

subject to software p r i o r i ties o r  to s oftwa re  ove rheads i n  rece iving 

c ont r ol a s  Ind i re c t l y  C onnected r o u t ine s  ars . H owev e r  they may not use 

VOR TEX facili tie s such a s  inp u t/ �utput e 

When a n  I nd i r ec t ly Co nnected int errupt ha nd l ing r ou t i ne i s  scheduled 

i t  is subj ect t o  two s ourc�s of de lay after t h e  occur re nce of an inte rrupt :  

1) T h e  delay i n  i nitia t i ng  the C ommon I nterrupt  Hand l er . 

: hie i s  common t o  al: i nt e rrup t p r ocess ing routine s  

and the e x p e r iment s d e s c r � hed e b o ·, s  i n  s ec t i ons 

3 c 4 o 4 i 9 , 4 . 5  a nd 9 o 4 e 6  me a s u re d  t h i s  typ e  o f  delay. 

2 )  T n e de lay  b e tween the ac c e pta nce  o f  an interrupt 

by  the  C ommon  Int e r rupt Hand l e r  a r.d th e t ransfer 

o f  c o nt � a l  t o  t he  ap p ro p r i a te rout i n e . This functi on 

is s imi l a r  to that p e r f orme d � by the macro ,  RESUME 

and s o  i t  was  us ed  to p r ovide  i n formati on about th i s  

s e cond  s ou r c e  o f  de l ay o 

T h e  r e su lts of the exp e ri me nt are shown in t ab l e  9 . 5 0 Two prog rams 

meas u red  the ti me b etween the e x e cu t i on  of  a RE SUME macro in  one and the 

d i s p atchi ng of t h e  s econd p rog ram by  the  VORTEX d i s p atcher . 

R e sults showed tha t  t h e  a ve rage t i me for c ontr ol to be pass ed t o  the 

s econd program in the experiment was les s  than 0 ,125 mi llisecond s , but 

d elavs  of up t o  0 , 5 mi l l i s econd s occur r ed when the programs were run alone 

and 0 , 7  millisecond s when time�shared w i th a p rogram re ad ing the d is k e 

When the two p r ograms we r e  run with a lower  p r i or i.ty than the o perat ing 
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system programs  ( such a s the disk d r i ver and ope rator commu nicati ons 
task) but a t a higher priority tha n  o ther time-shared p 4ograms, eg the disk 
exerc i ser, the  mean delay was D , 2 55 mi lli seconds and t he maxi mum delay 
1, 3  mil li seconds. Furthe r , opera to r  co m mands  cou ld cau se delays o f  up 

to 8, 0 mi llis eco nds . Clearly , t he re la t ive s o f twa re priori ties o f  
I ndi rectly Conne cted in terrupt handli ng p rograms  are crucial t o  quick 

response times. 

Calcu lati on s show tha t, eve n  if I ndirectly Connected i nterrupt routi nes 
are subject onlv  to  the second s ou rce of  delay, t he response times are 

too slow and u nce r ta i n  to  al low useful  time-shar i ng with real-time 

programs sampli ng data a t  1 milli s eco nd i ntervals . A sa fe es t ima te  o f  
Tds ' thi delay du e t o  non-re al-ti m e  progra ms whe n  control  i s  passed 
from  the C o m m on I nterrupt H and le r  to an i n terrupt p rogram , is O , ?  
mil li seconds . T hi s  is  the de lay a pro g ra m  u si ng the di sk  may cause . 

F or two real-time p rograms c o ns t raint (9 . 1 1 )  _-ap p li e s . : 

- T d  = D, 3 mi lli seconds . s 

Since  the EEG a nd the ECG progr am e a =h had  a maxirnu m ·i nte r rupt process i ng 

time when rea d i ng 1 channel o f  0 , 2  mi l l i s e c onds • · T i1 + Ti 2 
= 0, 2 + 0, 2 = 0 , 4 m i lliseconds and they could not be - �-f�s:..st)and- ��1-flg 

I ndirect ly C onnected i nte r ru p t  1·o u t ines . F or  one  re al- ti me program 
(i . e . Ti 2 = 0) re ading no t more tha n 3 channels  time-sha ring with  a 

non-real-time p rogram i s  pos sib le . ( ( o r  3 channe l s  J i = 0, 3 mil li seconds 
a nd fpr  4 cha nnels Ti = D , 4  mill i seconds . )  

T he e xperiment t hus  showed t ha t  the magni tude of  .. t he de lay i n  transferring 
control  between prog ra ms u s i ng t h e  t h e  C ommon I nter rupt Handler 
nece ssi ta tes the - u se of  Directly C onnected inte rrup t rou tines in the NIPR 

e nvi ronmen t .  

Table 9 . 5 Ti me t o  RESUME a P ro oram 

Ti me-Shar'i ng Condi t io n  De lay . mi l li seconds . 
E nvironme nt Pr i o r i ty Maxi mum Mean 

Alone Hig h  0, 5 0, 123 
Disk  e xe rciser Hig h  D , ?  0 , 123  
Alone L ow 0 , 7  0 , 1 53 
Disk  exerci se r L ow 0 , 3 0 , 25? 
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9 .4 . B  Further Results of the Experiments 

The experiments raised a dditiona l  questions that were not part of 

the feasibility s tudy but will require further investigation when 

the loa d  on ·the computer increases a 

1 )  The sudden increase in mutual interference and  overhead when two 

time-sha red real-time programs are using the CPU almos t to capaci ty 
described in section 9. 4 . 5 . 

2 )  The effect of other programs on the proces sing time of the interrup t 

handl ing routines of real-time programs as s hown in figure 9 o 7 a  

where the mean  processing time of the ECG program decreased sli gh tly 

a s  the number of channels read b y  t he EEG prog ram increased o  
Figures 9 . 5a a nd 9 . 5b show the EEG program reading up to  10 channels 

while time-shared with the EGG program reading 1 channel . However 9 

when the fix to the dis k  driver wa s used, the p rocess i ng times 

( not the delay  times ) for both programs increased slightly  and the 

EEG program was only  a ble to read 8 cha nnel s . 

3 )  The fac tors tha t  contribute to the overhead ( i a e o  the difference 

between the time no t avail a ble to non-real=time p ro grams and  the 

time actual l y  used by  a real-time inter rupt handl ing routine) a 

Two real-time programs time-s hared have almost dou ble the overhead 

of a sing le real- time program = compare fi gures 9 � 4  and 9 0 � 8  • 

. Most  of the overhead time is required b y  the data spooling rout i nes 

and very l ittle by VORTEX executive routines such as the dispatcher  

and  real time clock processor .  Each task  requires several s ys tem 
control blocks which require periodic scanning by the dispatcher and  
other s ys tem routines but a s  increasing the number of real-time 

p rograms increases the number of tasks from 10 to 12 the number or 

system control blocks increases i n  the s ame ratio which is considerab l y  

less  than two . 
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Conclusions and Summary 

Measurements  were made of timing characterist ics  of  real =time data 

acquisit i on p rograms running in Normal mode and B lock Transfer mode o 

In  Normal . mode i t  was found that , sampl ing at 1 mi l l i second intervals 

one p rogram can read up to  18  channels when t i me-shared wi t h  non-real­

t ime p rograms , while two p rograms can together read up to 9 or 10 

channels. Th �s t he system is able to hand le the most severe sampl ing 

requ irements t hat can be imposed by EEG proj ects and with  the more 

usual EEG p roject the system is  able to  t ime-share E CG and psychometric 

projects. 

The .VORT EX d i s k  d river c an ,  uGder certain circumstarc e s , genera te delays 

of up to 1 , 1 mi l liseconds in sampling data , but the p r oblem can be 

circumvented by p revent ing it f rom d isabl ing Camac interrupts o  

W i th Block T ransfer , 16  channels per mil l i second c an be read using 

only  15% o f  the avai lable CPU ti me ? but it requires exc lus ive use of 

t he Camac and thus Camac commands  for other real - time prog rams must be 

synchro nized and issued before t he system i s  initiated for B l ock  Transfer. 

T h i s can be hand led by  making all time-shared real = t i me programs use 
a common rout ine for  iss uing Camac command s o  A mo re  serious problem 

is that , when B lock Transfer is  t i me=shared with p rog rams using t he 
dis k , delays of  up to  70 mil l iseconds occur o T he cause has not yet been 
i solated , and unt i l  the prob l 8m is  so lved p�og rams �s ing Block Transfer 

mwst be run alone and the data must be wri tten to t a pe. 

E xper iments usi�g t he RTE func t ion RE SUME e s tabli s hed that system 
.overheads when using the VORTEX interrupt hand ling procedures are too  

great for sampl i ng at 1 k i lohertz o T hus i t  is  neces sary to use t he 
al ternative method provided f or the VORTEX  system j namely direct l y  
connec ted interrup t hand l ing o Further , in order to  t i me=share Camac 

operations it is  also necessary to  bypass t he no rmal procedure provided 

in the Camac system of  testing for an interrupt and then locat ing its 

source and to have the interrupt  generators of certain of the Camac 

modules hardwi red d irectly ta PIM lines . 
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Chapter 10 F urther Aspects of the Feas i b i lity Study 

10. 1  T he Simultaneous use of Seve r a l  Laboratories 

The second object of the feasib ility study was to study the handling 

of psychological experiments using a remotely situated computer . This 

is a matter of .some importance as i t  would allow equipment to remain 

set up in laborator ies f or the lengthy peri ods necessary for obtaining 

sufficie�t numbers of sub j ects for psychological experiments . 

Three laboratories were us�d , each communicat ing with the computer by 

means of a terminal and a 25-core sc reened post-of fice cable  for 

connecting electronic app aratus. T hree kind s of terminal  were used .  

T he EEG laboratory was e q u ipped w i th a 40 10  Tek tron ix  display unit with 

graphic fac i l i t 5 Es, a hardcopy uni t for disp lay ing stat istical 

i nforma t i on and a k eyboard for controlling experiments ; the Personality 

and Temperament  laboratory was g iven an ASR -33  teletype for 

control l ing and pro v iding a permanent record of the progress of 

experi ments ; the  Psy chometrics Div isi on had an Inf oton d isplay f or 

p rese n t ing s t j mu l i  a nd a keyboard for sub jec t e ' responses . A l l  the 

termi n a l s  func t i oned s at i s fac t orily and rese2 rch  staff reported tha t 

thei r work was greatl y f ac i litated by  being atle  to  use their own 

lab oratar i e s e The on l y  adverse report was th at the  noise of the ASR -33 

te �etype was d is trac t i ng to subjects and a s ilent display with hardcopy 

fac i lities should be used ins tead . 
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10 . 2  T he  Amount of Main Memor� Jsed 

Anoth er aim o f  the  feasibility study was t o  determine t h e  amount of 

main memory required. 

T h e  following we re establishe d : -

( a) The VORTEX operat i ng system  re quires lOfk . 

(b ) Eac h  program writt e n  i n  F ortran  or usi ng Fortran subroutines 

requi res an  addi t i onal 3tk for Fortran system subroutines 

wh ich  are no t re e n tran t . 

(c) I nput/outpu t  to �isk o r  t o  t a pe re quires buffe rs whose 

siz e s  are spe c i f i ed i n  table 10 . 1 .  

(d) Program  deve lopme nt re quires faci l i t i es whose  memo ry 

r equ i re �e n t s  are lis ted  in t a b l e  10 e 2. 

Table 10 � 1  shows that  two rea l- t ime programs, e a ch  o f  2k in length , 

r ead ing 1 and  8 c hannels and wr i t i ng t he d ata t o  d isk and tape 

respect i ve ly , wac la tog e t her with the  VOR T E X  sys tem , require 1 9k 

( ( 2 +i+i) k for tho  f i �st program ,  ( 2 +2+2 ) k  f�r  t he  se cond p rogram and 

lO}k for VORTEX ) .  T h us t h e  mi n imum v i a b l e  s y s t e  for  N IPR usage is 24k . 

E v e n  t h e n  t h i s  l eaves  o n l y  5 k  for backg r ,� u �G � wh i c h  limits the  facilit i e s  

f o r  p rogram d e v e l opment t o  f i l e ed i ting and opc : 2 o r 1 s and background 

coMrna nds 3 T h is expla i n s  the  degrad ation men t i o ned  e a r l i er which i s  

e�p e r i e nced  d L 1r ing  pruqram  d s v e l o pme nt whi l e  r e a l - t i me programs were  

runn ing . I f  one  o�  t he  r ea l - � j me pro g r ams 2 l so uses Fortran  then  

b a c k g rou nd wc rk  is  al most e n t i r e ly e x c luded . _ Up to  the  present , the 

two re a l-t ime p rograms d E sc r 1 bea in  chap t a r  9 ,  we re  si mple d a ta gathering 

prog rams w ith  modes t re qu i r eme n t s  and  prog r am d e � e lopmen t has been 

fe asib le �h i le t hey  we re  runn i ng . The psycholog i cal testing programs , 

the  EEG  ave r ag i ng programs and th e prog r ams for control ling experiments  

th2 t a r e  e nv i sag ed in future wo rk  wil l ma ke  inuch  h e avier demands for which 

24 k w i l l  c e r t a i n l y  oe i na d e qu? t e  and i t  w i ll then  be  necessary to increase 

the  memory to 32k . 
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1 able 10 . 1 Input/Ou tput  B uffering Memory Requirements 

Storage Medium D a ta Rate - Words/Millisecond Minimum B uf fer Size-Words 

Notes 

Tape 2 

3 
4 

5 

6 

7 

8 

Disk 1 
2 

3 

4 

5 

E, 
7 
8 

1 6  --·- � 

120 

240  

360 

480 

720 

1200 

2000 

120 

240 

360 

480 

600 

720 
840 

1080 

2520  

1 )  A real-t i me program requires two b u ff ers  of the  size specified 

i.n the table , 

2)  For ease of comparison with d isk d a t a  rates, the tape buf f e rs 

are given in mu ltiples of sector si z e s. The reason that tile 

t ape b uffers a re smalle r than the di sk b u ffers for data r a tes 

up to 6 words per mil l isecond is that disk operations have a 

neglig i ble effect on the rate at which da ta  can be written to 

tape whereas other disk operations ( by " s tealing" the single 

read/write head) ha ve a l a rge effec t on the rate a t  which dat a  

c an b e  spooled to disk . This does not vary with the number 

of disk opera tions because the data spooling program should 

have the highest priority in the mac hine and can only be 

delayed by operations tha t  have already been initiated. 
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Table 10 . 2  Memory Requirements for  P rogram Development Facilities 

i 

Facility  Memory Requirements 

Operator Commands lk 

File editing 2k  

Back ground commands 3k 

Load module generation 7k 

File maintenance 7tk 

Assembly Bk 
! ,  

9fk Fortran compilat ion ( trivial) ;'t 

Fortran compilation (useful) lDik 

Note The file edit ing facility is provided by a program wri tten 

by the NIPR and usually run in the foreground . 
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10. 3 Printing Reguire�ents 

The initial instal lation used the second ASR-33 teletype and a 

Tektronix hardcopy unit for permanent copies of programs, data 

and/or operational steps. Experience soon s howed that the printing 

load was too heavy for the teletype , and the Tektronix hardcopy unit, 

though essential for per�anent records of statistical information 
on experimental data was too expensive and too s low for general use. 

A Centroni cs line pri nter with a speed of 165 characters per second 

was therefore added and has proved adequate. 
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Chapter I I  Fina l Conclusion s and Recommenda tion 

The conclusions regarding the fe asibi lity of the f i v e  propositions 

identified ·in chapter 4 are : 

(1) Computer participation in NIPR experiments can be adequa te ly 

handled from terminals loca ted in l aboratories remote from 

the computer . Chapter 10 showed that in psychological 

experiments this is a significant advant age because of the 

length of time appara tus may have to be l e f t set up . 

( 2 ) Two typica l NIPR projects can be r u i  simultaneously . 

Experience with the system in rea l-time data acquisition and 

the measurements and tests described in chapter 9 prove that 

rea l -time programs can be time-shared and that the da ta rates 

tha t can be sustained are adequate for N IPR requirements . One 

unresol ved probl em, name ly in terference b e twe en the VO RTEX  

disk driver and Block Transfer, is being investigated by the 

V arian agents. 

(3) The minimum amount of core required a t  present is 24k and this 

may have to be increased to 32k  when expe riments reading 8 or 

more channels of data are pl a nned . 

(4 ) The disk and tape can handle  the maximum data rates required 

at present for sto rage  and spooling of da t a o It was shown in 

chapter 8 tha t the disk can handle a data rate of 1 6000 words 

per second (which is equiva l ent  to reading 16 channels every 

mil lise�ond) , while the t ape has a ma�imum capacity of 8000 

words per second . 

( 5 ) The second teleprinter proved inadequate for the printing 

requirements of the system and it was necessary to insta ll a 

printe r . 
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Other conclusions are : -

(6) The VORTEX operating system , despite its large memory 

requ1rements and its overheads is extremely effective. 

Program devel opment and testing are immeasurab ly facilitated 

both by the system utilities that are provided and by the 

fact that work can proceed in paral lel on the machine from 

two or more terminals. Without these fac i lities , progress 

would have been very much slower . 

(7) °The Personality and Temperament pro ject demonstrated the 

feasibility o f  using an ASR-33 teletype for contiolling the 

type of experiment� to be performed in that Division. The 

teletype , however , is noisy and may disturb subjects and should 

be replaced with a display unit. This would not entail 

additional expense . 

( 8) The 4010 Tektronix display unit with keyboard and hardcopy unit 

proved adequate for the requirements of the Neuropsychol ogy 

Divisi on ,  providing b oth remote control of the computer and 

graphic facilities for disp laying statistical information 

relating to the data. 

Recommendation 

The study has shown that al l of the equipment on loan is needed for 

meeting the data acquisition requirements of N IPR pro jects. Therefor it  

is recommended that the equipment be purchased . 
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TABLE Al. l COMPUTER CONFIGURATION 

Equipment �riginally Bought and I nstal led 

QTY 

1 

1 

1 

1 

1 

1 

1 

3 

3 

1 

1 

1 

1 

1 

1 

M ODEL 

7000 

7037 

7 12 1  

7967 

7966 

7962 

620-0 6C 

620-20 

7 160 

7911  

7955  

7920 

620 -36 

620 -30 

72- 150-6 

DESCRIPTI ON 

Varian Model 700 computer including : 

V 73 Central Processor Unit . 

Hardware Multipl y/Divide . 

Power Failure/Restart . 

Teletype Controller o 

Real Time Clock. 

Dual Memory Bus . 

620 Compatible I/0 Bus . 

Direct Memarv Access . 

7 "  C h�ssis w i th 5 additi onal module slots . 

Power Supply g 

Programmer ' s  Console . 

8 192 words ( 16 bits) Se mi Conduc tor Memory . 

Memory Protect. 

Peripheral Back Plane W iring Panel . LH  

Peri p herai Back Plane Wiring Pane l .  RH 

I/0 Expansion C hassis.  

Te letype ASR ·- 3 .3 .  

Bu f fer I �ta rlace Contro l ler o 

Priority Inter rupt Module. 

Dual Controller Adapter o 

I/0 E xp a ns i o n  Power Supp l y . 

I/0 Cab le with Pade l Board Connectors . 

Disk  Memory and Controller .  

Magnetic Tape Unit and Controller .  

I/0 Party Line Expander .  
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TABLE Al. 2 COMPUTER CONFIGURATION 

Equipment Loaned by the S1EJ21j.er for the D.Jration o f  the 

_Feas i bility _S :udy 

QTY MODEL DESCRIPTION 

2 7024 81 92 words (1 6 bi ts) Core Memory. 
1 620-06C 'Teletype ASR- 3 3. 

1 620-82A Universal  Asynchronous Controll er .  
1 620-828 Un i versal Asynchronous Controller. 

1 40/ 10 Tektronix D i splay  Terminal . 

TABLE A L 3 COMPUTER CONF IGUR ATION 

I 

Equ ipment Added S u bsequent t o  the U � ig inal  I ,s t allation 

QTY I 
1 
1 
l 

MODEL 

10 1 

D ESCR IPTI ON 

I nfoton ) ispla y  Uni t. 

Centron ics  165  cps  Line Printer. 
Hard c opy un it  for the Tektronix 

D ispl ay  Terminal. 
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TABLE  Al. 4 CAMAC CONF IGURATION 

• •  

QTY MODEL DESCRIP T I ON 

1 

1 

1 

5 
l 
1 
1 
1 

2 
2 
1 

1 90 2  

2 204 

1912  

1922  
1502  
1591  
1 704  
1243  

14 1 1  
1033  
180 1 

B ore r B a s i c  C ra te f or  p lug i n  p ower supp ly ,  
inc lud i ng f an , c rowbar  and  a l a rm module 1930. 
B o re r  I n te rf ace Camac b ranch  h ig hwa y - V a r i an 620 
Computer  bas ic  ve rs i o n  f o r  p r ogram  co nt�ol led  
d ata t r an s fe r  i nc lud i ng : 
Automa t i c  CNA  S c anne r  w i t h  D MA channe l  on ly. 
B lo ck T ra n s fe r + LAM S y nc h ro n i s a t i o n . 
Cab le V a r i a n  C ompute r - I nterface 3 mete rs l o ng. 

B o re r  P owe r  P ack  i n c lud ing + 200V regul a ted 

suppl y . 
V o l t a ge Re gu l a t or s . • •  
B ore r Crate Controlle r .  
B o re r  Te rmi na t i o n  Unit for  B ranch  Highway .  
B o re r  16  Channel FET  Mul t i p lexe r. 
B o re r  ADC Success i ve App roximati o n  with Samp le 
& Hol d . 
B o re r  Clock/P re set T ime r. 
B o re r  Input/Out put  Reg i s te r .  
B o re r  D a t away D i s p l a y . 

The s ystem was  o r ig i na ll y  s up p l ied  w i t h  2 V ol t age Regulators 
which  we re found to be i nsuff i c ie n t  and  3 more we re sup p lied 
i n  January  1 975 . 
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V ORTEX OPERATING SYSTEM FEATURES AND 
FACILITIES 

Real-time I/0 processing. 
Interrupt processing. 

Multiprogramming of rea l-time and ba ckground tasks.  

Priority t ask scheduling. 

Automatic Load and go. 

Device independent I/0 system .  

Operator communications . 

Ba tch-processing job-control l anguage . 

Program overl ays ,  

Fortran compiler . 

DASMR assembler. 

Load module generator . 

Debugging aid. 

Source editor. 

Disk file management , 

System generator , 
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Figure A2 . l  Common Symbols and Macros used in  the 

Examp les in  the Appendices 

• CAMAC MACRO 
• 
• USAGE 
• CAMAC C , N , A , F  
• WHERE 
• C IS THE CR ATE REGISTER N UMBER  • 
• 
• 
• 
CAMAC 
C 

N IS THE CRATE S TAT I ON  
A IS THE SUB-ADDRESS  
F IS THE FUNCTIO N  CODE 

MAC 
FORM 2 , 5 , 5 , 4  

( MODU L E )  

C P ( l ) , P ( 4 )  , P ( 2 )  , P ( 3 ) 

EMAC 
• I NDEX REG ISTERS  
X EQU  1 

B EQU 2 

• 
* BIT TEST DESIGNAT I ONS 

NUMBE R 

RAO EQU 0 4 0  
RAl EQU 0 

BT JUMPS  F OR A BIT = 0 
BT  JUMPS FOR  A BIT = 1 

• 
"• CAMAC MODU L E  

D ISP 
MX 
ADC 
C LK 
I OREG 

STATION NUMBE R S  
EQU 1 
EQU  2 

EQU  5 

EQU 6 
EQU 7 

D AJAWAY DISP L AY 
MU L TIP L EXE R  
ANA L OG TO  DIGIT A L CONVERTER_ 
CLOCK/TIMER 1 
I/0 REG I STER 1 
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Figure A2 . l  Conti nued 

• 
• 
L C  
VSCTL 

V OR TEX SYS TEM 
E QU 
EQU 

L OW 
0300 
LC 
LC+ l  
LC+2 
LC+ 14 
LC+15  

VSCP L  
VZCRS 
VZLUP 
VZLL UP 
• 
• T ID B  
TBTRD 
TBS T  
T BP L  
TBEVNT 
TBRSA 
TBRSB 
TBRSX 
TBRSP 
T BRSTS 
T BENTY  
T BTMS 
T BTM IN  
T B ISA 
T B IS B  
T B ISX 
TB  ISP 
T B ISRS 

EQU 
EQU 
EQU 
EQU 

OF F SETS 
EQU  D 
EQU  
EQU 
EQU 
EQU 
E QU 
EQU 
EQU 
EQU  
EQU 

1 
2 
3 
4 
5 
6 
? 
8 

9 

EQU 10 

EQU 1 1  

EQU 12 

E QU 13 

EQU 14 
EQU 15  
EQU 1 6  

CORE AREAS 
L OW CORE  
CURRENT TASK T ID B  L OCATI ON 
CURRENT PR I OR I TY LEVEL 
CURRENT REENTRANT STACK 
1st UNPR OTECTED W ORD 
LAST  UNPR OTECTED W ORD 

TASK  THREAD 
TASK S TATUS 
S TATUS CONT : PR I OR I TY 
INTERRUPT EVENT 
A REENT & SUSPND. 
B n n " 

X 
OF/P 

" 
" 

II 

ti 

TEMP S TRG II " 

TASK E NT RY L OCAT I ON 
T IME COUNTER 1 
T I ME COUNTE R 2 
A 
B 
x ... 
O F/P 

INTERRUPT  
II 

" 
" 

REENT S TACK " 

" 
II 

II 
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E xample o f  a � ro g!am S egment for In i ti�li z ing the 
SIC and C am ac in  a B lock  T r ans fer Ope r a tion . 

• INI TIALIZE BIC FOR  B L OCK TRANSFER  

• 
• 

* 

E XC 023 INIT SIC 
SEN 

HLT  
LDAI 

OAR 
ADD I  

OAR 
SEN  

HLT 
E XC 

INITIALIZE 
LOA 
OAR 

LOA 
OAR 

022 , * +3 

0777 
( RE C )  

022 
1 5  

023 
022 , * +3 

0222 
022 

CAMAC F OR 
CRBL T R  
050  
ADRDBL 
050  

BL OCK 

CHE CK BIC N OT BUSY 

800800 IF BIC N OT RE ADY N OW 
ADDRESS O F  1ST  D ATA  W ORD 

SET BIC INITIAL ADDRESS R EGISTER  
ADDRESS  O F  L AS T  DATA  WORD 

SET BIC FINAL ADDRESS REGISTER 
C HE CK BIC N OT BUSY  

800800 IF 8IC BUSY  
E NABLE ( AC TIVATE ) BIC 

TRANSFER  
W ORD C OUNTER  & SYNCH  FLAG  
SET  I!\IT E RF  ACE 
L OAD CNAF 
GIVE CNA F T O  INTERF ACE 

• ATTACH INTERF ACE T O  BIC F OR RE AD I NG 
EXC 0 5 1 A T T HCH  INTERFACE  

CRBLTR  D AT A  
ADRDBL  CAMAC 
REC BSS 

D 1 1 756  
1 , ADC, O 
1 6  

SE T W ORD C OUNTER + E XT S YNC 
READ FR OM ADC 
DATA BUF FER  F OR 16  W OR DS  
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Table A4.l Inter rupt Assignments 

Standard V arian Interrupt addresses. 

MEMORY ADDRESS DEVICE AND FUNCTION 

020,02 1 Memor y  P rotect halt error 

022 ,023 MP I/0 error 

024 , 02 5  MP write error 

026 , 027 MP jump error 
030 ;03 1  MP overflow error 

032 ,033 MP I/0 and overfl ow error 
034 ,035  MP write and overf l ow error 
036 ,  037 MP jump and overf l ow error  
040 , 04 1  Power f ailure 

042 ,043 Power restart 
044 , 045 Real Time C lock interval 
046 , 047 RTC overf l ow 

100-117 PIM 1 interrupts 
120- 137 PIM 2 interrupts 
140-157 P I M  3 interrupts 

160-167 P IM 4 interrupts 
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Table A4 . 2  Interrup t  Assignments (Continwad)  

PIM  interrupt line as sig nm8 n ts 

PIM 1 

PIM 2 

PIM 3 

Note : 

LINE 

0 
1 

2 

3 
4 

5 

6 
7 

0 
1 

2 

3 

4 

5 

6 
7 

0 
1 

2 

3 
4 

5 

6 
7 

ADDRESS 

100, 10 1  

102, 10 3  

104 , 10 5  

106 , 10 7  

llD, 111 

112 , 1_13 

114, 115 

1 16, 117 

120, 12 1 

122 , 12 3  

124 , 12 5 

12 6, 127 

1 30 , 13 1  

132 , 13 3  

134 , 135  

136 , 137 

1 40 , 14 1  

142 , 14 3  

144 , 14 5  

14 6, 147 

150, 15 1 

152, 153 

154 , 155 

15 6, 157  

DEVICE AND FUNCTION 

BIC 1 complete (End of disk t ransfer) 

BIC 3 complete (End of magnetic t ape 
transfer) 

SEEK  1 complete 

SEEK  2 complete 

Infoton Read 

Infoton Write 

BIC 2 complete (Camac Block Transfer) 

Camac E rror and B lock End 

First I/0 LAM (Crate station 7) 

First Clock LAM (Crate station 6) 

Second I/0 LAM (C rate station 10) 

Second Clock LAM  (Crate station 9) 

Cent ronlcs 10 1 printer 

Magnetic t ape - Motion Complete 

T2 Read (second teletype) 

T2 Write (second telety pe) 

Tekt ronix Read 

Tekt ronix Write 

DC Read (Oper ator ' s  telety pe) 

DC Write (Operat or ' s  teletype) 

A LAM is a flag set by 2 Camac module. 
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A S.l Anal og to D i gita l  C on v a r te r  - B o re r  Type 1 24 3 

The B o re r  Type 1 2 4 3  AD C o f f e rs a 1 0  � t t re s olution  o n  a range of -5 

V ol ts to +5 V ol ts w ith a c o n v s r  sic . : . � '::E o f  1 5  m icrose c onds. It has 

a sample and ho ld featu re  that ps rr:1 1 t s  v e r y  nar r o w  time sl ot 

measure me nts to be made . F r o n t  p zr n c l f a c ilities  inc l ude a " Start" 

input which al l ows  an e xte r n n l  s i g n a l to be u sed  to in itiate the 

dig itising  pro c e s s  and a " S c a n + l "  o u tput wh i c h  pro v ide s a pulse 

whe n a dig itised value h a s  b s c n  r s ad by  t h e  c ompute r. This 

" Scan + l " p u 1 s e m E3 y b E u s e d  t c ::3 i (J n a 1 t t1 e 8 o r e r T y pe 1 70 4 m u  1 t i -

plexe r to switc h to t he � ext  i n p u t  c ha nne l . 

AS. 2 !:_�� i p l exe r - B o r e r  Type 1 70� 

The B o re r Ty p e .': t: .: FE T r �  u l t i p l E  x E: r i t3 a 16 r.: h an n e 1 s w it c 1 n g ci 2 v i c e 

de s i g ned  t o  a l l ow a larg e  n umb e r  o f  i nd epe nde nt a � a l og s ig n a l  l i ne s  

t o  D B  c o n nec� ed  a s  re q u i r e d  u nd e r  p r o g r a m  co n t r o l  t o  a s i n g l e  ADC. 

I t rr: a y t E ope  r �1 t e d in  two  b a s  i c m c: J �� s • I n  t h  E r ?J 11 d o  1 : 1  a c c  e s� s mode , 

any part " c u l 8 r  chan ne l may  b e  s e l e c t ed  f o r  c o n ne c tio r 1  to t he ADC 

an a 1 o g i nput  • I n t he s ca n n i n g nm d , t h B " S can+ l " p u 1 s e f r o m  the 

T y p e  124 3 ADC is used t o  a u t o m� t i � a l y  sw i : c h  t o  t he nex t c hanne l  

af t e r  a d i g itised  o : t a g e  h a s  b B E G re ad . W h en  t he sw itch ing i s  

completed  ( i n le s s  t h ? n  2 m i c r os a c �nd s )  �� l � i p l e xe r  produ c e s  a 

p u l se on  its "Wai t/R e 2 � y '' o utp u t  l i n e  w h i c n  m8 y b a  use d to in itiate 

a f u rther  d i g i t i si n r1 c c l e  i n  th e AD C. T h e  mu l t i p lexe r  may al s o  b e  

li nk e d  t o  o t he r  T y p s  1 70 4  mu l t i p l e x e r s  i G  a d a i s y c h a in fash i on to 

pr m1 id e access to m D r E t h:Fl l C r: : ·  : n e ls • 

A S. 3 C l oc k/T  i rT1 2 r B o re r  TV CJ B  l L, 1 1. 

T he B o re r  14 1 1  c l o c �/ t i m2 �  r o 0 i � B s  t h e e x a c t  t i me o f  d a y  a nd h i g h ly 

acc u rate t iming  faci l i t i e s  umJ e r  f:; cJ f t Lt1 a re c o n t ro l . O n ce the  t i me 

of  day has bee n p r og ramrna t i c a l � v  s et t i s a v a i : s b l e  i n  hours, m i nu t e s  

and se c o n d s  with a re s o l u t i o n o f  l m i l l i se c o nd . 

F o r  time r  appli cat i o ns  t he mod u l e  may  be use d  in e ithe r a self­

r epeat i ng  mode to in itita te a samp l i ng pro ce ss ,  at re g u l ar i nte rvals 

o r  in the c ommand mode u nde r  s of t wa re co ntrol . At the end  of the 

ti me r pe r i od b oth a f r o nt pan el  s i g n a l  and  a LAM  a re g e ne rated. F or 

b o th cl o c k/ti me r s  o f  the N IPR, the LAM  is c on ne c ted t o  the c ompute r ' s  
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i nterrup t s y s t e m  v i a a P I M .  T he f ront p a nel s ignal may be used 

to i n i t iate  d i g i t i s i n g  i n  t he Borer Ty pe 1 2 4 3  ADC vi a i t s  " S tart" 

i nput. The bas ic  t i mer pulse rate i s  0, 1 m i ll i second s. 

I nput/Output  Regi s ter Borer Type 103 1  

The Borer T y pe 10 3 1  I np u t/Out put Regi s t3r i s  des igned t o  permit 

no n-Camac i ns t rumen t s  t o  g ive d igi tal data to a Camac s y s tem and be 

themselves i nflue nced by t he s y s tem. T he fac ilities provided 

i nc l ude a 36  bi t i nput regi s ter , a 1 2  bit out put regi s ter, an i nput 

s trobe l i ne a nd a " G ive D ata" s igna l  for external i ns t ruments. A 

s ignal on t he i nput strobe l i ne causes data to be read i nt o  t he i nput 

regi s ter and a LAM to  be g en er a ted.  For bot h - of t he I/0 regi s ters 

of t he N I PR t he LAM is connected to t he computer ' s  i nterrupt s y s tem . 

Th is enables outs i de i ns truments t o  d i rect ly  s ignal t h e  computer 

for  atten t i on . 

Dataway D i sp lay Borer Type 180 1 

The Borer Type 1B0 1  Dataway Di s p lay module prov i des tes t i ng and 

moni tori ng faci li t ies f or a Camac s y s tem . I t  m emo r i zes and d i sp lays 

the latest pat tern cf dataway s i g na l s wi t h  LED s ( li g h t  emitt i ng 

d i o des ) on i t s front panel. Two operat i ng modes are f ront-panel switch 

selectable D i s p lay Mode and O n-L i ne Mode . T he d i s p lay mode i s  

used f or mon i tor i ng signals on t h e  dataway. I n  the on- l i ne mode t he 

· module only respond s when d i rect ly ad d res sed. T h i s  mode i s  used for 

tes t i ng the crate station s, as i t  m a k e s  i t  �os s ible to see exactl y  

what data i s  be i ng p laced on t he d a t away i n  bot h  read a nd  wr i t e 

operat ions. 

I n terface Camac to Var ian 73  - Bor e r  Type 2204 

T he Borer Type 2 204 I n t erface is r e spons ible for pro v i d i ng the 

funct ion of t he b ranch d ri ver and for i n terfaci ng t he camac system 

t o  t he Var ian . The Camac command word has 21 b i t s  and the Camac data 

word has 24 bi t s, whereas t h e  Varian 7 3  word length  i s  1 6  bi t s . T he 

i nterface i s  res pons i b le for match i ng the Varian capabilities to those 

of t he Camac s y s tem. 
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A C amac command h as t he fo r� CNAF  whe re 

C specifies a crate- re g i s ter in t�  

cra te number ( O T' nurnb s :rs to  b ".'  

N specifies t he s t� t i o n number  

modul e is l oc2 t 2d ; 

� erface cont aining the 

cra te( s) where the required 

A spec ifi e s  a s ub -ad d re s s  f o r  t he func t io n , a nd 

F spec i f i e s  t � e  f 

The interface may b e  

Word Data " cont rol  ins 

t ransfer 16  b i ts o f  

operat ions 

t he C amac d ata  wu  

s .  When  set by  a " S i n g l e  

• b s equen t d a t a  operat i o ns wil l  

n d  t h £  Camac G I n  read 

order  3 b i ts cf  the Cama c 

r a t i n s i. t par! h urder 8 n i t s o f  

a 

w i l l  transfer  2 4  b i s o f  � 2 ta between the  Camac and V a r i an w i th  two 

computer I/0 i ns t n1c t  ions T h e  f i rs i ns t ruct i on t rans f e rs the  8 

h i g h  ord e r  b i ts c f  t h e  Cam2c  word t o  e r  f rom  t he 8 l cw c ro e r  b i ts of 

t he V a r i an wcrd T he second inst ruc t 1 Jn t rans fe rs the  16  low order 

op e ra t i ons  t he I n ter  

t he c Gmputer and  the�  

cepts  t 1�s  t tJJO po  t :L , ::: of  the  dat a  fror:i 

: t en t he b ranch  

h i gh t11a y . I n  read i nJ i t  s _ m i l a r  i n  r everse . 

he  i n �er f ace  a l s o  

c omp u t e r .. There 8 ';" 8  c � r::p ., "" , t o r  r eaG i ng ano t e s t  ng 

t he stat us of t t1e  n ter f  acP an : :; t n ::i r: ts ( c :"." _L·a t as  in a mul t i crate 

sv s tem) . I nterrup t .�: : c  

occuri ng i n  a cra t8 , i 

the  " E xt e rnal  I n t 8 rrLot  

T he re are two  op t i 0 r a :  

A uto CNA op t ion  8 � e  

se q uence  o f  C 5mac 

+ - ·-
., ; I i n  

/ .  
J. r� s 

c aG b e  g enera ted  by  con� i t ions  

r i n c t e rn equ ipment v i a  

� � h  t h E  inte r f ace n rcv idas � The 

'""" .- ,,-, 
-...;,; ,_J_ ) t h  t 

h i g hest p ossib l e  z, o ::md and  tu i  t h  m :u; rn;J J  r e  re q u i rement s . T he 

B l ock  Transfer op t i o n  a l :e ad �  b e e n  d i scus sed  i n  c h apter  6 ) , 

ena b les a numb e r  o f  d s t a  :r en s '.� 8  s t c  or from a mod ulo  to  t ake p l ace 

by re p e at i ng a C ama c � f he op t ion conta ins  2 c o unter which is  

set t o  determine t h e  n�mo e r  a f  t i me s  t he  c omma �d i s  t o  be  repeated , and 

when t h i s  co�nt i s  reached an  rter rupt t o  the  c�mputer is generated . 
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NIPR Programming Conventions for the CAMAC EgLipmen�. 

Al location of CAMAC Facilities 

To prevent several programs from trying to use non-shareable  

Camac modules at the same time, a set of flags is kept in a standard 

location in memory to indicate which resources are in use and which 

are available. The VORTEX operating system has allocated locations 

2 - 0 17 in main memory f or the use of application programs. In 
the NIPR conventimns words 7, 0 10 , and 0 1 1  are used to provide the 

flags which indicate which facilities have been allocated and which 

have not. Word 6 is used by all programs to set the interrupt 

mask in PIM2 . This convention is summarised in the following table 

Table A6.l FIXED LOW CORE LOCATIONS. 

Label Address Function 

CSPMSK 6 PI M-2 interrupt mask 

CSPIM 7 P IM-2  line allocation mask 

CSCAMl 0 10 C amac modules 1 7  - 23 + Varian 
Free Running Counter. 

CSCAM2 0 1 1 Camac modules 1 - 1 6  allocation 
mask. 

The meaning of each bit ir.  the words is given in tables A6. 2 and A6. 3 

CZPMSK. 

CSPIM. 

This word is used to set the interrupt mask register 

on PIM-2 by all programs that change the mask. A bit 

present inhibits the interrupt f�om the corresponding line ; 

a blt absent, allows interrupts from that line to be 
presented. A program will  change only the bits corresponding 

to the lines used b y  it . 

This word is used to show which lines on PIM-2 are being 
used by programs. A bit present implies that the 
corresponding l ine is being used. On entry, a program 

will  use this word to check that there is no conflict 

with any other program ' s  requirements, and will  set the 

bits corresponding to the interrupt lines it uses. On 

exit it will remove these bits to show that the lines 

are free. 
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CZCAMl and CZCAM2 

These words are use d  to i rd i cate whi ch C amac modules 

are b eing use d, and whe t �  r t h e  V ari an Free Running 

Counter is b e ing use d ,  Or entry, a program will  che c k  

that its re quirements can b e  me t without conf l i c t, 

and i t  w i l l  se t the b i ts corresponding to the modules 

that  it uses . On e x i t  i t  will  remove these b i ts so that 

the mod u l es may be use d  b y  o ther programs. 

CAMAC Init i al i z at i on .  

Whe n  the VORTEX s y s t e m  is in i t i alized  the allocation mask words 

6-0 11 are z eroe d , end t h is fac t is used to d e te rmine when it is safe 

to init i al i z e  the C amac sys t e m . It is a gene ral re quire me nt  that 

be twe en and inc luding the times of t esting a flag ( i . e .  a b it se t 

in some  word ) and se t t i ng it  or performing some ac t i on d e pend ing on 

the value of the f lag, a program must inhib i t  all interrupts t t1 at may 

al low control to b e  passed to another task whi c h  cou l d  poss i b ly change 

the s t atus of the s ystem o 

The genera l proc e d ure t hat mus t b a  fol lowed b y  a program in init iali­

zing the Camac s y s t em ,  and/DE changi ng the  alloc ation masks is  as 

follows : 

( 1 ) A ll inte r r u p ts must be disab led ( i . e .  from the PIM ' s and 

C lock ) ,  and b i t  1 5  of al loc atio n word CZCAMl  must b e  

c he ck e d  to  make c e r t a i n  t h a t  l n i t i ali z ation b y  another  

p ro g ram  i s  not i n  p ! G � 7 B S S 0 

( 2) If an ini t i al i z a t i o n  i s  in pro g ress, interrupts must b e  

enab le d , and t h e  p r o g r a m  shou ld wait  unt i l  t h e  busy b i t 

has b s e n  r e s e t  i n d i cat ing i nit i a li zation by t he other 

program  h as b e e n  c o mp l e t e d. 

( 3 ) If in i t i al i z a tio n is no t b loc k e d , the busy bit mus t be 

se t ,  int errup ts e n ab l e d  and the init i al i zation and allocation 

may cont i nue . I n t errupt s should b e  disab led  only when 

ne cessary ,  using the c onsid e rat ions in the se c tion " C amac 

Programming " b e low . 

T h e  purpose of this procedure is twofold � -

( 1) It should allow minimal int e rferenc e wi th other concurrently 

running programs . 
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( 2 ) It  allows the u se of s tandard VORTEX  I / 0  f a c i l i t ies for 

ope rator commun i cation d u r i ng t he i n i t ial i zation process o 

A system subroutine has  bee n  provided f o r  i n i t ial i z i ng the Camac 

system using the above proced u re � 

C AMAC P rog ramming 

Any Camac instruct ions t hat c hange t he s y s tem i n  such a way that 

mi g ht affect othe r  programs or al low othe r prog rams to inte rfe re 

wit h  t he current task must be e x ecu t ed w ith al l inter rupts maske d 

off. T his is because any int errup t may c a use anot h e r  h i gher pr ior ity 

program to be sched u led fi 

T he sequencss of i nstru c tions t h a t  s hou ld not be inte r rupted i nclude 

FRO M U N T I L  

Se t Double lL o r d  Data Se t Sin g le Word Data 

Se t Double Word L A M  Set Single Word  LAM  

Da ta T r a 11 s  f e r  Command Data Read or Writ te n 

Test Sense  e r  Read S t a tus 

For examp le, t he followi ng p r � g ram s e gment  s h o u l d  not be inte r rupted 

be twee n lines 2 and 4.  

1 LDA I  C f'� Ar  CNAF  FOR R EAD 
2 OAR 050 
3 SE N 0 5 0 , II< WA I T  T ILL  R E AD Y  

4 C I A  0 5 1 0 5 1  I NPU T  O AT A  

I f  an i n te rr upt  o ccur red afte r the OAR instru c t i o n  in l ine 2 and 

anot her p rog ram was d i s patc hed and i t issued Carnac instructions . 

t he res ul t s  of t h e  C I A C S l  wou l d  b e  unpre d i c tab l e . 
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Tab le A6. 2 P IM-2 I NTERRUPT ASS IGNMENTS 

� BIT MASK LINE LOCAT I ON  DESCR IPT I ON 

CZPMSK 0 1 0 10 0 120 BIC-2 c omp lete 

& 1 2 011 0 122 CAMAC error, Block End 

CZPIM 2 4 0 12 0 124 

3 010 0 13 0 126 First I/0 LAM 

4 0 20 0 14 0 130  First Cl ock LAM 

5 040  0 15 0 13 2  Secorid I/0  LAM 

6 0 100  0 16 0 1 34 Seco nd Clock LAM 

7 0200  0 17 0136 

T ab le A6 . 3  CAMAC ALLOCAT I ON MASKS 

WORD B IT  B IT-NAME BI T-VALUE MODULE DESCR IP T I ON 

C�CAMl 1 5  CZ IBSY 0 100000 I nitia l ization in 
progress 

14  CZVT I M  0 40000 Va rian F ree Running 
Counte r  

1 3  020000 Spa re  

12 CZEXBE 0 10 000  Externa l Block End 

1 1  CZEXST 04000  Externa l Start 
J O  CSEXSY 02000 Externa l Synch 

9 CZEX I T  0 1 000 Externa l I nterrupt 
8 CZEX I N  0400  Inh i b i t  

7-0 17-2�- Not Used 

CZCAM2 15- 10 1 6-11  Not Used 

9 CZI0R2 0 1000 10  I/0 Reg i ster 2 

8 C�CLK2  0400  9 Clock/ T imer  2 
7 8 Not Used 
6 CZ I ORl  0 100  7 I/0  Register 1 
5 CSCLKl 040  ,.. Cl ock/Timer 1 b 

4 C$ADC  0 20 5 ADC 
3 4 (Block ed by  ADC) 
2 CSMX 04 3 Mul tip lexer 
l 2 Not Used 

D CSD ISP 01 1 D atawav  Disp lay 
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Interrupt H andling 

The inte rr upt handler is connected b y ove r l ay ing t he interrupt 

l oc ati on in memory wit h  a JMPM ( jump ard ma rk) instru c tion , and 

enabling the appropr i a te PIM int errup t l ine. On e ntry to the routine , 

all inte rrupts (PIMS and the R e a l Time C lock) are disabled and the 

A, 8,  and X registers a s  well a s  the overflow status are saved . On 

exit from t he interr upt h and l ing r ou t i n e , t he A , B,  and X regis ters 

and the overflow s ta tus mus t be restored and the appropriate interrupts 

enabled . I f  a background prog ram was interrupted , then  PIM , Clock 

and Memory Protect i nterrupt s mus t  be enabled . If a foregro und 
p rogram or the dispa t c her was in terrupted, the n  PIM and C lock 

i nterrupts sho uld  be enab le d . Finall y, i f  the real  time c lock ( R TC) 

pro c e ss or was interrup ted, then only P I M i Gterrup t s  should  be 

enabled. W hen the i nterrupts have been  enabl e d , cont rol  may be  

re turned t o  the interrupted p,ogram at  the addr e ss which  was  s tor ed 

b y the JMPM inst ruction. A program i l lus trating this is shown 

be low in figure A?. l. 
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Figure A7 . l  

• RETURN CONTR OL TO  I NTERRUPTED PR OGRAM  
• SET O R  N OP E NABLE MEM ORY PR OTECT AND CL OCK I NTERRUPT S 
• A S  REQU I RED . 

LD B 
5TB 
STB 
LDA 
SUB I 
JAZ  
LDA 
STA 
LDA 
JAN 
LDX 

LO A 
BT 
LD A 
SUBE 
JAN 
LDAE 
SUB 
JAN 
LOA 
STA 

NOP 
MEMPR 
CLKEN 
vicTL  
037  

RE STRG 
ENCLK 
CLKEN  
VZCTL  
RESTRG 
VZCTL  
T BST , X  
RA1+8 , RESTRG 
VZL LUP 
INT ADD 
RE STRG 
I NTADD 
V�LUP 
RE STRG 
ME ME N 
MEMPR  

L OAD A N OP I N STRUCT I ON 
N OP MEM PR OTECT I ON E NABLE 
N OP CL OCK I NTERRUPT ENABLE 

SK IP  IF  RTC PR OCE SS OR WAS  I NTERRUPTED 
L OAD AN " E XC 0147"  I NSTRUCT I ON 
SET E NA BLE CL OCK I NTERRUPT 

SK IP  IF D I SPATCHER WAS I NTER RUPTED 

P I CK UP TASK STATUS 
SK IP  IF N OT PR OTECTED 
L OAD L OW B OUND O F  UNPR OTECTED MEM OR Y 

SK IP  I F  RETURN TD UNPR OTECTED CODE  

UPPER B OU ND O F  UNPR OTECTED ME M ORY 
SK IP  I F  RETURN T O  UNPR OTECTED CODE 
L OAD " E XC 0645 " I N STRUCT I ON 
E NABLE MEM ORY PR OTECT I N STRUCTI ON 
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Figure A7. l Continued 

• RESTORE REG IS TERS , OVER FLOW STATUS , E NABLE  I N TE RRUPTS & R E TURN 

RES TRG  B S S  0 
ROF  
LDA S OF 
JAZ • + 3  

SOF 
LDA SA  
IDB SB 
LDX SX 

MEMPR BSS 1 

CLKE N 8SS  1 

E XC 0244 

JMP * I NTADD 

MEMEN E XC 0 64 5  

E NCLK E XC 0 147 
• I NTERRUPT  HANDLE R 
I NT ADD E NTR 

E XC 0747 

E XC O L. 4 4  
STA SA  
STB  SB 
S TX SX  
T ZA 
JOFN * + 3  

LDA I  0 100000  

STA SOF 
• RE AD AND/OR PROC E SS  D ATA 

E NABLE ME M PROTE CT  OR NOP 
E NABLE CLOCK I NTERRUPTS OR NOP 
E N ABLE P I MS 
RE TUR N TO I NTERRUPTED PROGRAM 

E NABLE ME MORY PROTECT  
E N ABLE  CLOCK  I NTE RRUPTS 

E N TRY  PO I NT 
D I SABLE  CLOCK I NTE RRUPTS 
D I SABLE P I M  I NTE RRUPTS 

S AVE REGS  

SAVE OVER FLOW S TATUS 
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Glossary of Data Processing Terminology Used in th. is Report 

Some of the terms that appear in th i's glossary  are terms that , ei ther 

have a wi_de range of meaning in the data p:::· ocessing l iterature and are 

used with restricted meaning in th is  report , or they have been specially 

adopted for use here to avo id more cumbersome expressions and repetit i o l,s 

quali ficati ons . Wherever possible, the definitions made here closely 

follow those in the " Glossary of Computing Te,rminology" by C o l. Meek , 

publi shed by CCM Informati on Corporati on , New York , 1972 . 

ADC. ( See append ix A5, secti on A5 . 1 ) Analog to Digital Converter ; 

it accepts analog voltages as input and produces equivalent 

d igital val ues in a form acceptable to d igi tal c ompu t ers . 

ANALOG DATA. Data rep resented in a continuous form as contraste8 with 

d i gital data represented in a d i screte form o Analog data 

usually represents physical variables as voltages. 

ALONE. 

BIC . 

T he term is used in this report to refer to a program t hat 

is run under the V ORTEX operating system with no competing 

programs . For example, the psycholog i cal experiment er 

is said to run his time-sharing program alone i f  there are 

no other users of the machine even though he uses the VORTEX 

operating system to control peripheral devices , provide 

operator facili t i es and/or load programs and overlay 

subroutines . The VOR TE X  programs that provide these 

facili ties are regarded as cooperati ng  programs o 

( See secti on 6 . 1 ) The Buffer Interlace C ontroller is an 

option of the Varian 73  computer which allows blocks of data 

to be transferred between the computer memory and a periphe­

ral by means of a cycle stealing technique wi thout involving 

the use of the CPU .  

CAMAC TIMER/VARIAN TIMER . The tim ing faci lity provided by the Borer type 

1411 Clock/Timer ( see appendix 5 Section A5 . 3 ) is referred 

to as the Camac Timer wh ile the Free Running Counter of 

the Varian Real Time Clock is referred to as the Varian 

Ti mer. 



CPU. 

DRIVER. 

ECG. 

, EEG . 
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Centra l Processing Unit is the portion of the  c omputer that 

consists of the arithmetic unit and the c ontrol unit that 

decodes and executes inst ructio ns. 

A program of the operating system used t o  control 

peripheral devices such as disks ,  tapes etc. 

Electrocardiogram ; a record of the electrical potentials 

generated by the heart a nd obtained from electrodes on the 

body surface .  

Electroencephalogram ; a record of the electrical activity of 

the brain and obtained from electrodes placed on the scalp . 

FOREGROUND/BACKGROUND. These two terms normally con trast time-sharing 

programs with batch programs , but under the VORTEX operating 

system they have a slightly different meaning o F oreground 

and background programs are all multiprogrammed , but 

foreground programs have absolute p riority over background 

programs. F oreground programs are protected from background 

programs by the memory protection op tio n and b ac k ground 

programs cannot issue I/0 instructions which may hold up 

foreground programs , n or can they execute  a HALT instructi on. 

A background program may be checkpointed and copied to  disk 

by the VORTEX opera ting system if a for e grou nd program 

requires the ma i n  memory it is occupy i ng and , finally , only 

one background program is permitt ed while multiple fore­

ground programs are allowed . Thus bac k ground is provided 

sp��ifically f or program development a nd system housekeeping 

such as fil e  maintenance. The VORTEX s uppli ed compilers , 

assembler and f i le managemen t  facilit ies all run in the back­

ground , but the file editor written by the NIPR can be , and 

usually is run i n  the foreground o 

INTERRUPT . (See section 6. 1) . A break i n  the normal processing of a 

program occurring in such a way that the flow can be resumed 

from that point at a later time. Interrupts can be initiated 

by signals ori ginating within the computer system t o  

synchronize the operations of various components ,  or they can 

be initiated by signals exterior t o  the computer t o  synchronize 

the operation of the computer system with the outsi de world. 
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MULTIPLEX . The process of transferring da ta from several devices 

operating a t  rela tively law transfer rates to a device 

opera ting a t  a high transfer rate  by interleaving the dat a  

in such a manner tha t the high speed device is not obliged 

to wait for a low speed devic e .  

MULTIPLEXER . ( See appendix AS , sec tion A5. 2 ) A computer controlled 

analog switch that c an connec t selec ted analog inputs to 

a single point , thus making it possible for multiple 

analog inputs to share a s ingle ADC . 

MULTIPROGRAMMING. The procedure by which two or more independent 

programs can ,share use of the cent ral process er . I t  is 

the c oncept of multiplexing the use .of the computer applied 

a t  the program level in contrast to ti me-sharing wh i ch is 

mult iplexing the use of the computer a t  the user ' s  level . 

The programmer is able to write his programs a s  i f  t hey 

will run alone in the machine. However, it was shown in  

c hapter 7 that some c a re has ta be taken to avoid cnnflic ts 

between programs using peripherals . 

NON-RE AL-T I ME .  Is used t o  refer t o  those programs ( bath foreground 

a nd background) tha t  do not ha ve c ritical response times .  

It is t hus a generic term for the assemblies , compila tions ? 

program development a nd testing ac tivit ies ,  and da ta  

analyses that use stored or recoverable dat a  as opposed tc  

the live and non-recoverable data  used by  real-t ime 

programs .  

OPERATI NG SYSTEM. The monitor executive system which : 

( 1 ) con trols the order in which programs run and 

provides for transi t i on between one program and 

another , ( 2 ) provides high level , device 

independent ,  input/output facilities a nd ( 3 ) 

c ontrols one or more language processors , wi th 

file maintenance and other facilities e 
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(See secti on 6. 1) The Pri ority I nterrupt Module is an 

opti on of the Varian 73 whi ch al lows peripheral devi ces 

or external equipment to signa l �heir  state by generati ng 

an i nterrupt to the computero 

REAL-T IME � This  is  the characteristic  of a data processi ng operati on 

whi ch is  run in synchron i zati on with an external physi cal 

process with spec i al emphasis on the lack of control of 

input rates and the requirement that the program must 

receive , transmit and/or process all the real-time data 

before the next batch is ready . At the N I PR th i s  requirement 

is  receiving ,  processi ng and stori ng a batch of data and 

re- i n i tial i z i ng wi th i n  1 m i l lisec ond . 

T IME-SHAR I NG. Is the fac i l ity whereby two or more people  can 

simultaneously use the. comput ing system i ndependeG t l y  of 

each ot�e r .  In the NIPR  c ontext th is means that the re 

may be up  to four users at as many terminals and each  

use r is  no t affected by the other users and d oes no t affe c t  

them ( except i n  terms of perc e ived speed and memory capac! ty ) . 

Multiprogrammi ng is the means by which time-shari ng i s  

achieved on  the Varian 73 computer . 
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