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EKSERP 

Die vraagsluk van loelssydigheid is lans uilers aklueel. Meesle van die psigomelriese loelse wal 

in Suid-Afrika onlwikkel is, is vir 'n bepaalde groep opgeslel. As gevolg van die veranderende 

polilieke en nywerheidsopsel in die land hel siluasles onlslaan, byvoorbeeld mededinging lussen 

groepe, wal nie deur die gebruik van afsonderlike loel5e hanleer kan word nie. Die gebrulk van 

gesamenllike of gemeenskaplike loelse bring egler 'n nuwe probleem na yore, naamllk dl6 van 

sydigheid. 

Die doel m·el hlerdie verslag Is om die loelsopsleller en -gebruiker In 'n groter male bewus Ie 

maak van die vraagslukke belrokke - veral di6 van sydlgheld - wanneer 'n psigomelrlese inslru

menl wal vir een groep onlwlkkel Is by 'n ander groep gebrulk word. Mel hlerdle doel voor oil 

word aandag geskenk aan melodes vir die opspoor van sydlgheld, navorslngsbevlndinge In 

verband mel sydigheid en slappe wal deur loelsopslellers geneem kan word om sydigheid in 

loelslng· Ie vermlnder. 

Daar word vertrou dal hlerdle verslag 101 'n beler beg rip sal lei van die lalle faselle wal belrokke 

is by loelssydigheid. 
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ABSTRACT 

The question of test bias is a very important one at present. Most psychometric tests developed 

in South Africa were developed with a specific group in mind. Changing political and industrial 

conditions in this country are now giving rise to situations such as Intergroup competition that 

cannot be handled by separate tests. However the use of Joint or common tests poses a new 

problem, namely that of bias. 

The aim of this report Is to promote In the test developer and test user a greater understanding , 
and awareness of the Issues involved, notably that of bias, when a psychometric Instrument that 

has been developed for one group is used for another. With this purpose in mind, allention Is given 

to methods for detecting bias, research findings regarding bias" and steps that could be taken by 

test developers to reduce bias in tesling. 

1\ is hoped that this report will make some contribUtion towards an understanding of the many 

facets Involved In test bias. 
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1.0 INTRODUCTION 

Since the earliest measurement of mental abilities, It has become clear that such tests might be 

class or culture bound. For example, soon after the appearance of Binet and Simon's Intelligence 

test in 190.5 it was noticed that children from the higher soclo-economic groups obtained higher 

test scores on average than children from the lower $Ocio-economic groups. 

The suitability of a psychometric test for a group that did not form part of the standardization group 

is closely related to the problem of bias. According to Reynolds and Brown (1984) this matter came 

to light mainly because of the nature of psychological processes and the measurement of such 

processes. Psychological processes cannot be observed or measured directly and the nature of 

a process therefore has to be deduced indirectly from behaviour. Psychologists have reached 

consensus on very few of these deductions or hypothetical constructs and it Is therefore under

standable that intelligence or intellectual ability, which represents what is probably one of the 

most complex processes In psychology, can stimulate the interest of both experts and laymen. The 

criticisms - including that of bias - levelled against psychometric tests such as Intelligence and 

aptitude tests should also be seen against this broad background. Complaints about test bias are 

particularly heard from minority groups in the USA and elsewhere. According to them certain tests 

are most suited to the group that formed the largest component of the standardization sample. 

Whether such tests are indeed biased and harmful to the interests of minority. groups is one of the 

questions that have to be answered empirically. 

To limit the potential Innuence of cultural factors on test performance Cattell in 1940 suggested a ________ ...........--_._ ••• • _______ ~ __ • _________ ! .. _..._"'Fi;r,.".. .. _'" .... 

"culture free" intelligence test. Owing to the misunderstanding and misrepresentation caused by 

the term "culture free" the name was later changed to "culture fair" intelligence tests. At that stage 
. ._-

it was not clear whether there really was a link between culture and test performance. The first 

systematic investigation in the USA with regard to cultural bias in psychometric tests was con-
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ducted in 1945 by Allison Davies, a sociologist, and Kenneth Eells, a psychologist (Jensen 1980). 

These researchers regarded cultural bias in test items as only one of several possible factors re

sponsible for average IQ differences between culture groups. Other aspects such as hereditary 

traits, developmental factors, motivational factors, work habits and test-taking skills were also 

taken to playa role. 

According to Jensen (1980) the confusion In the literature regarding terms such as ·blas· and 

·unfairness· that developed after the pioneer work of Eells can be attributed to a lack of conceptual 

clarity regarding the meaning of these terms. For example, ·cultural bias· became a popular cllch{! 

for explaining racial and social differences in intelligence test performance. Although there was 

much conjecture on the subject, researchers did not try to determine the real nature of test score 

. differences or to establish objective criteria for determining bias in a specific test. 

During the sixties the situation In the USA became more pressing and concern developed over 

the fact that the test scores of blacks and other minority groups (the ·culturally deprived·) were 

generally lower than those of white Americans. These differences were found In a wide variety of 

tests, for example intelligence, scholastic aptitude and performance tests. Because the tests re

vealed differences they were condemned as being culturally biased against blacks by SOCiologists, 

anthropologists, educationists and other critics who were actually outside the lield of 

psychometrics. The outcome of this was the formation of pressure groups advocating the total 

abolition of psychological tests. However responsible persons and Institutions realized that rather 

than abolishing tests attention should be paid to the fair use of tests on the one hand and the 

possible bias of such tests on the other. 

During the seventies psychometricians embarked on a more systematic study of concepts such 

as test bias and test fairness. Not only did this result in greater clarity in delinitions and termi

nology, it also led to a great deal of research. 

The term bias has been used quite a few limes so far In this reporl and a brief delinition of the 

concept is probably in order (II will be discussed in more detail later). In mathematical statistics 

the term bias refers to a systematic underestimate or overestimate of a population parameter by 
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a statistic that is based on a sample from the population'. Iii "psychometrics tl)e term refers to 
~-.,..-..... -""'--.-------
systematic errors in the predictive validity or the construct validity of the test scores of individuals -----_ ...... __ .... _-----_ ... __ ....... _-_._-_._-_._-------_.-
that are associated_~~~~£. ~.e~bership of those individuals (Jensen 1980). 

These two aspects of test scores. namely predictive validity and construct validity. represent the 

two main fields of research on test bias. At first glance the two fields appear to be completely di-

vergent and to have litlle in common In terms of methods of investigation. However the two ap-

proaches or fields do not represent different concepts of bias and, as RaJu and Normand (1985) 

have indicat.ed, in certain cases the same method of analysis can be used by both approaches. 

Research in South Africa regarding test bias is still in its Infancy. There has been no particular 

need for such research since the tests developed for the various ethnic groups have largely been 

separate. Changing political and industrial conditions in South Africa are now giving rise to situ-

ations such as intergroup competition that cannot be handled by separate tests. However the use - .... - .----. 
of joint or common tests poses a new ~~Iem.; ~!.mely that of ~Che question can rightly be 

asked whether a group that was not Included in the standardization of a specific test is not at a " ___ ~ ______ .... ___ .. __ ~_ .. ........-..-__ ~r 

disadvantage when taking that tes91f the intention Is to introduce unbiased common tests for the 

various population groups (so that test scores reflect true and not artificial differences), attention 

will have to be given to the eldent of bias in tests as well as to the nature, operation and causes ---------_._---_._-_. __ .- .. ~I_----~'-'--
of bias. Although it is imllortant to know what types of items are often biased, it is even more im

portant to determin~ Items are biased. It is more Im!.ortant that th~ tes~ve~ 
promote insight and understanding than that he or she merely Identify and eliminate biased test _________________ , _________ ,;..,,_....,.; .. ___ _ 1111_ ..... _ .. ... ~ 

items. 

The aim of this report is firstly to promote in the test developer (item writer) and test user a greater 

understandi.ng and awareness of the issues involved, notably that of bias, when a psychometric 

instrument that has been developed for one group is used for another. With this .purpose in mind, 

the main findings regarding test and item bias contained in reports P-66, P-96, P-106 and 1991/1 

(Owen 1986. 1989a, 1989b and 1991a respectively) are' summarized and integrated with relevant 

overseas findings. Secondly, attention is drawn to steps that could be taken by test developers to 
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reduce bias in testing. Of special importance in this regard are the steps initiated by prominent 

test publishers in the USA. 

To familiarise the reader with methods and techniques that could be used for determining bias in 

tests, a brief overview of the more important of these is given and references to a more detailed 

description provided. 

Apart from features of the test itself, there are also certain background factors that may contribute 

to test bias. Some of these are now briefly discussed. 

- 4 -
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2.0 SOME BACKGROUND FACTORS REGARDING TEST BIAS 

There are various background factors which playa role in understanding why divergent groups (in 

terms of culture and other characteristics) perform differently on speclnc tests or test items. Al

though many such factors can be distinguished, for instance the quality of school education, mo

tivation, test anxiety and test sophistication, only four of the most important ones will be brieny 

discussed, namely culture, soclo-economlc status, language and cognitive style. 

2.1 CuHure 

The Issue of cultural differences Is probably the most common criticism levelled at standardized 

tests. For example, the Council of the Society for the Psychological Study of Social Issues states 

that: 

We must also recognize the limitations of present day Intelligence tests. Largely developed 

and standardized on white, middle-class children. these tests tend to be biased against black 

children to an unknown degree (quoted by Jensen 1974:190). 

It seems fair to assume that a specific culture stimulates a specific form of cognitive development, 

In other words that Intellectual ability is linked to culture (compare Lesser, Fifer & Clark 1965; 

Scarr 1981; Anastasi 1970; Sundberg & Gonzales 1981). According to Lesser et al (1965: 3) the 

study of cultural differences with regard to intellectual ability Is becoming a fundamental issue In 

education and psychology: How do we provide valid psychoiogical evaluation of children from 

widely dissimilar groups? 
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One reason why no definite answers have yet been found to this question is, according to Anastasi 

(in lesser et al 1965:11), that a concept such as intelligence is defined by Western technological 

culture: 

It Is not so much that tests are unfair to lower-status groups, as that lower-class environment 

is not conducive to the effective development of 'Intelligence' as deRned In our culture. 

Various researchers agree that every culture encourages and promotes' the development of cer

tain abilities. or types of behaviour while discouraging and suppressing others (Anastasi 1976}. The 

possible relation between culture and cognitive development becomes clear from the prerequisite 

set by Ferguson (1954) for the development of an ability, namely that the opportunity for ·over

learning" the activity should exist within the relevant culture. From this It follows that if a certain 

activity is not found In a culture, the ability concerned is also absent. Irvine (1970) points out that 

non-Western communities in which skills are traditionally transferred orally prescribe their own 

rules for Intelligent behaviour. Such behaviour may use knowledge In a manner which dllfers 

completely from the Individualistic competitive and Industrialized manner of the West. It also ap

pears that people in a rural environment who have little school experience tend to be unable to 

accept the logical assumptions or syllogisms and to draw conclusions on the basis of these as

sumptions (Cole & Scriber 1974). However it Is clear from an experiment conducted by Brislin 

(1983) that black pupils are able to deal with syllogisms formulated In their mother tongue. 

According to Triandis and Brislin (1984) the relation between culture and cognitive development 

can be viewed from three perspectives, namely the universal (all cultures show certain similarities 

with respect to cognition), the evolutionary (dilferences in cognitive functioning are sought in the 

activities of the group concerned) and the relativistic (the focus falls on dllferences between cul

tural groups). These writers maintain that all three approaches are valid to a certain extent. For 

example, the existence of universal characteristics cannot be denied: all people categorize, use 

oppOSites and classify. However several writers point out that, although the components of the 

cognitive system, in other words memory, categories, associations, syllogisms, coding and de

coding, semantic integration and verbal explanation, are found in most cultures, they are related 
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in an extremely complex way arid deviations occur as "s result of 'specific characteristics of the 

culture concerned (for instance literacy) (Triandis & Brislin 1984: Bond 1981: Irvine 1970). In this 

regard Anastasi (1985:122) states the following: 

These differences are reflected in the· development of abstract thinking and In the nature and 

breadth of the concepts that are formed. 

Ebel's (1979) statement that what a person l!!!:!!! depends on the culture in which he finds himself 

is Illustrated very well by Medley and Quirk (1972. 1974). These writers come to the conclusion that 

If the 65 items comprising the Common Examinations of the National Teacher Examination were 

to be replaced by "black" items (I.e. Items dealing with the activities of American blacks in the field 

of social life. literature and the arts. but that are not so esoteric that an Informed person from 

another . population group cannot answer them too). blacks would Improve their test performance 

by 27% in relation to that of the whites. These findings correspond with those of Nancy Abrams 

(1979) who found that blacks performed about one and a half standard deviations better than 

whites in a "black" test. 

The effect of culture on intellectual ability can take many forms. In addition to direct learning sit

uations in and out of school the typical behaviour code of the community also exerts a subtle in

nuence. Guthrie in 1963 posed the question whether members of a community based on authority 

and tradition develop a reasoning ability that Is organized "differently". Almost twenty years later 

Ghuman (1980) found Indications that this could be the case. According to him young people from 

the Punjab displayed a convergent style of thought that could be ascribed to the rigid form of au

thority maintained by the teachers in their schools and encouraged by the community as a whole. 

To summarize it can be said that cognitive development and the acquisition of certain abilities are 

to a conSiderable degree linked to culture. However on the other hand the statement by Buss 

(1977) could also be true, namely that cultural differences have their origin in the situations In 

which cultural groups apply their skills rather than in the skills themselves. This view corresponds 

with that of certain modern anthropologists: 
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... the belief systems and cultural premises of traditional people may differ from those in in

dustrialized societies, but they embody the same logical processes and concern with relation 

of cause and effect (Cole & Scribner 1974:25). 

From the above one may surmise that although the innuence of culture is extremely subtle in many 

ways and difficult to observe directly, it could still be an Important source of item bias, particularly 

in plural communities with divergent cultural backgrounds. 

2.2 Soclp-economlc status (SES) 

There is apparently little doubt that soclo-economlc circumstances affect test performance in some 

way or other; that better circumstances put certain Individuals and groups ilt an advantage when 

taking an intelligence test, that children of a higher social status generally perform better than 

children of a lower social status (Havighurst & Breese 1947; Lorge 1952-53). In recent years the 

question of the role of sockH!conomic factors In test bias has become very important to psychol

ogists (Oakland & Feigenbaum 1979). 

What are the characteristics of an underprivileged person? According to Novick (1980) our know

ledge regarding what constitutes a disadvantage or dencit Is still incomplete. However certain 

factors that contribute to educational denc"s can be identified, for example poverty, ill-health, 

malnutrition, inadequate school facilities, maladjustment, absence of cultural stimulation, illiterate 

and superstitious parents, lack of books, pictures, furniture, toys, television and all other items of 

modern society that contribute towards shaping the thoughts of tha Western child; lack of disci

pline and particularly the absence of a stable relationship with a supportive adult, or feelings of 

hostility and helplessness regarding the social and educational establishment (Vernon 1968; Scarr 

1981; Thorndike & Hagen 1969). The cullurallevel at home, the parents' level of education and the 

extent of parental encouragement are some of the most important factors that Innuence a child's 

performance in intelligence and verbal tests (Radford & Burton 1972; Vernon 1968; Eells et alI951). 

Children from underprivileged areas often perform poorly in psychological tests because these 

tasks are strange to them and they regard them as unimportant (Lesser, Fifer & Clark 1965). If a 
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child's environment were to be improved, it could lead to improved test performance (Walberg & 

Haertel 1984). There is lillie doubt that the IQ's of schoolchildren correlate with the socia-economic 

status of their parents (Jensen 1969; Humphreys & Taber 1973). Wigdor and Garner (1982) estimate 

the correlation between SES and scores In ability tests to be approximately 0,30. The extent of the 

differences in performance between low and high SES groups is illustrated by the fact that the 

average test scores of pupils from families in the top 20% of the socio-economic distribution lie 

on approximately the 65th percentile with respect to the general population, while the average 

scores of children whose families fall In the bottom 20% of the soclo-economlc distribution lie 

approximately on the 35th percentile (Wlgdor & Garner 1982). 

According to Jensen (1969) children with low SES perform equally well in Jensen's level I abilities 

(that is, associative processes such as memory) regardless of their ethnlclty. Further to this Horn 

(1976) also found that low and high SES groups performed equally well In Levell abilities. As far 

as Level II abilities are concerned (that Is, abilities Involving conceptual and reasoning processes) 

MacKenzie (1981) report a stronger association with SES than In the case of Level I abilities. 

The different ways in which SES-defined groups approach and solve the problems contained in test 

Items is Instructive not only in that they illustrate differences between the groups, but also because 

they contribute to a belter understanding of the possible causes of item bias. The following are 

some of the most important findings with regard to the relationship between SES and Pl!rformance 

In test Items: 

• Children of low SES complete the test more quickly and often select an answer option at 

random if they do not understand the principle Involved, for instance series completion (Wolf 

1978; Eells et a/. 1951). Similar observations have been made with Peurto Rican 

schoolchildren in New York and children in Hawaii (Marmorale & Brown 1979). 

• If the structure of the item is complicated, for example in numerical problems, children of a 

low SES find it more difficult to solve (Wolf 1978). 
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• The distractor which is most similar to the correct answer is almost equally popular among 

low and high SES groups. However low SES group members more often select less probable . 

answers (Wolf 1978) and their answers are also distributed more uniformly across all the an

swer options (Eells et a/. 1951). 

• Certain types of items such as analogies, antonyms and classification items can be revised 

or rewritten to eliminate the effect of middle-class social status more easily than others, such 

as syllogisms (Haggard 1954). 

• The greatest mean difference between SES groups are found on verbal items and the smallest 

on items comprising pictures and geometric figures (Eells et a/. 1951). 

• Almost all Items on which there are unusually large differences between SES groups consist 

of verbal symbolism; a large number of these items Involve academic or bookish vocabulary 

(Eells et a/. 1951). 

• Items on which SES group differences are small consist almost without exception of either 

non-verbal symbolism or simple, common words (Eells et a/. 1951). 

• Motivated children of a low SES perform slgnificanlly better than non-motivated children of the 

same status (Haggard 1954). 

• If the aim is to narrow the considerable gap in performance between low and high SES 

groups, it is necessary in the first place not only to increase the lower status group's famili

arity with the test material, but also to Increase their motivallon to perform well (Haggard 

1954). 

To summarize it can be said that socia-economic status has a bearing on item difficulty, the typical 

response pattern to an item, familiarity with the type of material an item comprises and the moti

vation to perform well. There is also an interaction between SES and item type or formal. When 

compiling a test to be used with different SES groups the above matters should be kept in mind. 
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2.3 Language 

As far as test language is concerned Oakland (1977) points out that it should be of such a nature 

that every testee can understand what is expected of him and can respond freely and with ease. 

If this cannot be achieved the language In the test may contribute to cultural bias (Schultz & For· 

tune 1981: 119). Although language is extremely Important ·In many cases It is responsible for the 

gap between verbal and nonverbal scores • its effect Is indirectly proportional to the amount of 

Instruction given to testees in the language medium of the test (Jensen 1980). 

The translation of a test results in many problems of conceptualization, cultural Interpretation and 

connotation (Merryfield 1985; Olmedo 1981). Translation Into non-standard dialects is no solution; 

this resulted for Instance in only a minor improvement In the performance of American black 

children (Oakland 1977). Elements In the test material such as a word or a sentence, a diagram 

or a figure, can stimulate different associations In different cultures (Vernon 1969). 

~ 
When tests are taken In a language which is not the dominant language of the testee - as is often 

the case in Africa - a test that Is supposed to measure intelligence, for example, may also provide 

unwanted measurements, such as language proficiency (Guthrie 1963; Hale 1982). 

The language usage of some blacks In Africa Is characterized by a unique style, Involving for In-.; 

stance a tendency to give elaborate descriptions rather than exact definitions of concepts. Direct 

statements or standpoints are considered rough and unimaginative, while camounage. by means 

of constantly changing definitions is regarded as Intelligent behaviour (Hale 1982). It is not yet 

clear at this stage to what extent such traditional language usage is also characteristic of black 

primary and high school pupils In South Africa - owing to the Innuence of Western-type school in-

struction it is suspected that this might not playa major role in their test scores. 

2.4 Cognitive style 

Research findings suggest that the typical cognitive style of individuals contribute to group differ-

ences in test performance and therefore also to test and item bias. Of all the different cognitive 

styles that have been identified (see for example Coop & Singe11871; Guilford 1980; Federico 1983) 
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the bipolar field-dependent (FD)/field-independent (FI) style has not only been the subject of the 

most research, it also has the widest application in psychology and education (Templer 1972; 

Witkin et a/. 1967, 1977). 

Field-dependence and field-independence (FD and FI) refer to an individual's tendency to organize 

his experiences in either an analytical or a global way. A FI person is able to focus on a specific 

stimulus despite the presence of a number of attractive irrelevant stimuli. This ability is not just 

a mental approach, it represents a general analytical orientation. Such individuals are able to 

overcome or restructure the organization or form of a given field. FO individuals on the other hand 

accept the field as it is and find it difficult to distinguish the parts of the field from the overall 

context. 

As regards the development these cognitive styles Is, it appears that Individuals reared in a cli

mate that emphasizes autonomy and performance tend to be field-Independent, while those who 

have grown up in a proteCtive and conformist environment are generally more field-dependent. 

On the basis of this one might expect some cultures to be more field-Independent and others more 

field-dependent. 

In general FD testees' performance has been found to be poorer than that of FI testees (Globerson. 

et a/. 1985), particularly in the presence of misleading cues to the solution of a task. However in 

the absence of such misleading information, FD testees have performed Just as wei! and even 

better than FI testees (Witkin et a/. 1977). According to the lalter writers FI testees performed 

belter than FD testees In mathematics, science, engineering and architecture. Kaufman (1979) 

reports that FI testees performed considerably better than FD testees In laboratory tests for spatial 

orientation and in psychometric tests such as hidden figures, block deSign, etc. 

Cognitive styles are not found confined to specific ethnic or socio-economic groups. In the USA 

it was found that blacks and other low-income groups were prone to use the relational style but 

that it also occured in higher-income groups (Hale 1982). Although no group used a certain cog

nitive style exclusively, a definite relationship was found between style and cultural or ethnic 
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grouP. particularly when the group could be placed at a certain point on the socia-economic scale. 

Hilliard (quoted by Hale 1982:42) makes the following claims in this regard: 

• Afro-Americans tend to react to objects in terms of the total image and not the various parts. 

and Euro-Americans tend to divide everything into smaller paris which together form a whole. 

• Afro-Americans tend to prefer inferential reasoning to deductive and inductive reasoning. 

• Afro-Americans tend to use estimates rather than actual values when working with space. 

numbers and lime. 

• Afro-Americans tend to focus on people and their activities rather than on objects. 

Several researchers (for example KaUfman 1979; Federico 1980; Hunt 1980; Rohrl 1979; McGee 

1979) have IdenliHed a relationship between cognitive style and the functioning or activities of the 

left and right hemispheres of the brain. Among normal right-handed people the functioning of the 

left hemisphere is associated with a verbal. analytical. sequential. syllogistic and objective way 

of processing information, while that ofthe right hemisphere Is associated with a spatial, synthetic, 

nonverbal, creative, holistic and Intuitive method of processing Information. 

According to Kaufman (1979:97) the basic difference between the left and the right hemispheres 

does not lie so much in the stimuli that are processed as in the way in which these are processed: 

The left hemisphere specializes in sequential (his underscoring) processing, analytic, linear, 

and successive in nature; the right hemisphere is lateralized (or simultaneous (his under

scoring) or multiple processing, holistic In nature. 

This means that each hemisphere of the brain has its own rules for processing information and 

that the brain therefore has two "intelligences' that function independently (in view ofthis Witelson 

(1977) hypothesizes that persons suffering from dyslexia have two right hemispheres). The left 

hemisphere, which represents the scientific method,organizes data according to the principle of 

conceptual similarity, while the right hemisphere functions according to the principle of structural 
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similarity. Kaufman (1979) illustrates this with the aid of the following example taken from the 

Stanford-Binet Intelligence Test: The left hemisphere regards an apple and a pear as similar be

cause both are types of fruit, but to the right hemisphere they are both round. 

During the past decade psychological theories regarding the functions of the left and the right 

hemispheres of the brain came to the attention of anthropologists who consequently formulated 

certain interesting hypotheses. One such is that left hemisphere functions Increase In Importance 

as communities become dependent on artifactual recording devices such as measuring sticks and 

scales and calibrated monitoring equipment such as watches and calendars (Rohrl 1979:356). 

Ethnic differences in test performance may be related to the functions of the left and right hemi

spheres of the brain. Although people use both hemispheres, it appears that some cuitural and 

other factors could promote the development of a certain cognitive style or style of thought. In an 

attempt to identify the relationship between cultural factors and cognHive style, Rohrl (1979) con

nects certain cultural factors with brain functions. 

The cultural correlates of the left hemisphere functions Include: 

• Specialized social organization 

• High degree of dependence on verbal communication 

• Large and impersonal community 

• Individualism 

• Day-ta-day pattern of existence not directly dependent upon nature 

• A great deal of verbal and formal instruction 

• Dependence on watches, calendars, etc. 

Cultural correlates of the right hemisphere functions include: 
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• Shared-function social organization 

• Relatively lillie need for verbal communication 

• Small, open face-to-face community 

• Tradition and respect for elders and their advice 

• Close relationship with nature 

• learning through example rather than verbal instruction 

• Relatively little need for watches, calendars, etc. 

According to Rohrl (1979) a preponderance of traits from one of these sets indicates a preference 

for the corresponding brain function. Although the above cultural correlates have not yet been 

confirmed, Kaufman (1979:103) maintains that. .. research suggests a possible right hemisphere 

leaning among blacks. His assumption is supported by the fact that American blacks excel in 

typical right hemisphere functions as measured by figure completion tests and visual spatial tasks 

such as pattern recognition. American blacks also have considerable talents associated with right 

hemisphere functions, for example music, creative dancing a.nd visual art. 

Some of the cultural correlates identified by Rohrl (1979) with respect to right hemisphere func

tions seem to apply to a large number of blacks in South Africa (see for example Van der Vliet 

1974; Dubb 1974). However this does not justify the conclusion that blacks in South Africa are more 

prone to right hemisphere functions than whites. If this were the case, it could be a factor in group 

differences in test performance and possibly also in test bias. 

On the basis of the above discussion it emerges that cognitive style is an additional viewpoint ·from ., 

which group differences In test performance can be studied. It has been shown that cognitive style 

may affect the test performance of Individuals and groups in a variety of ways, depending on the 
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type of test being used, the intellectual tasks that have to be executed and the specific 

hemispherical brain function involved. 
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3.0 METHODS FOR DETECTING BIAS IN PREDICTIVE VALIDITY, 

CONSTRUCT VALIDITY AND TEST ITEMS 

Methods for detecting test bias can convenienlly be divided into three groups or categories. 

namely, those used for detecting bias in 

• predictive validity, 

• construct validity, and 

• test items. 

This distinction is In many ways artificial since test items and predictive validity are also dimen

sions of the construct validity of a tesl. It is nevertheless convenient to make such distinctions as 

they allow one to focus with greater clarity on certain aspects of the tesl. It must also be borne in 

mind that although the methods and techniques pertaining to each category differ from one an

other conceptually, they. all share a common goal: the detection of systematic error in the esti

mation of some true value for a particular group of individuals. 

3.1 Methods for detecting bias in predictive validity 

In the context of predictive validity bias refers to .. systematic error in the estimation (i.e. constant 

over-or-under-predlction) of performance on some criterion measure ... (Reynolds 1982: 215). Since 

predictive validity involves a correlation between test scores and a criterion measure, methods for 

assessing bias centre around the correlation coefficient and the regression line (see also Section 

4). 
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3.1.1 SINGLE-GROUP VALIDITY AND DIFFERENTIAL VALIDITY 

The use of a tests' validity coefficient as a means of detecting bias dates back to the 1960s in the 

USA when the issue of test bias in personnel selection for civilian occupations first became a 

major concern (Jensen 1980: 499). These earliest researchers relied on single-group validity and 

differential validity findings as the primary indicators of bias. According to Jensen (1980: 499-500) 

Single- group validity is demonstrated when one group shows a validity coemcient signif

icantly larger than zero and the other group does not. Differential validity is demonstrated 

when the two groups' validity coemcients differ significantly from one another. 

Results obtained by the two methods are independent. in other words, differential validity cannot 

be inferred from single-group validity, even If the sample sizes are the same. 

II should also be pointed out that, although equal validities Imply that the test can be fairly applied 

to all the groups concerned, this Is still no guarantee that the test Is not biased for one group as 

the regression equations could differ between the groups (Jensen 1980:470). It Is therefore obvi

ous that validity coefficients are useful but limited as Indicators of test bias. (DIfferential validity 

and single-group validity are discussed In more detail in Par.4.1.) 

3.1.2 SLOPE, INTERCEPT AND STANDARD ERROR OF ESTIMATE 

Test bias in terms of predictive validity relates to the homogeneity of the regreSSion line. There 

are four conditions which can occur when two or more groups are involved and homogeneity of 

regression Is not present. These are variation In the slopes, in the intercepts, in the slopes and 

intercepts, or in the standard errors of estimate (these conditions are described in greater detail 

in Par .4.2). 

The slope and Intercept values across groups can be evaluated by a method described by Potthoff 

(details are provided by Reynolds 1982: 220-221). With this method the equivalence of regression 
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coefficients (slopes) and intercepts across a number of independent groups can be simultaneously 

tested with a single F ratio. 

If this test is signincant (indicating absence of regression homogeneity). the slopes and intercepts 

may be tested separately. Significant F values Indicate bias. 

Conclusions regarding bias can not be drawn on the grounds of slope and intercept findings alone. 

To justify a claim of no bias. the standard error of estimate (SEest) must be equivalent across 

groups (see Par.4.2 for an explanation of the SEest). The SEest for a set of pr!,dlcted scores is 

given by the following equation (Reynolds 1982: 223): 

SEe •• = SD" (1-r2 ) --(N-l) 
~" N-2 ' 

where SOy represents the standard deviation of the scores on Y. ~y represents the squared va

lidity coemclent. ~nd N represents the sample size on which rxy is based. The significance of the 

dilference between independent SEest derived from two samples can be tested by the F ratio 

formed by the variance errors of the estimate (Reynolds 1982: 223): 

where SE!st/epresents the square of SEest for group 1 and S~s~ represents the square of 

SEest for group 2. 

3.2 Methods for detecting bias in construct validity 

Bias in construct validity essentially means that the test measures dilferent constructs in dilferent 

groups while the assumption is that the same construct is being measured (see Par. 5.1 for a more 

formal definition). This section deals with bias assessment methods that are based on criteria 
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internal to the test itself. such as consistency estimates (reliability). item difficulties and the fac-

torial structure of the test. 

3.2.1 INTERNAL CONSISTENCY ESTIMATES 

According to Jensen (1980: 430) the reliability of a test is a sensitive indicator of bias if the major 

and minor groups show significantly different reliability coefficients and the coefficient in one of the 

groups is below an acceptable level. say <0.90. However. Jensen also points out that a significant 

difference be.tween reliability coefficients is not In itself sufficient to establish bias; other factors. 

such as group differences in item difficulties. or differences in Item correlations should also be 

taken into account. 

Coefficients such as Cronbach's alpha and the Kuder-Richardson 20 (KR20) are examples of 

internal consistency rellabllty estimates. A technique provided by Feldt (Reynolds 1982: 208-209) 

can by used to determine the Significance of the difference between ·these coefficients for two 

groups on a particular test: 

F = 1 - alphat I 

1- alpha2 

where alpha1 is the reliability coefficient for group 1 and alpha2 Is the reliability coefficient for 

group 2 on the sa~e test. The quantity 1-alpha represents an error variance term, and the largest 

variance is always placed over the smallest variance term. 

Other reliability coefficient comparisons are (Reynolds 1982: 209-210): 

• correlations between alternate forms of a test (may be used when alpha or KR20 are inap-

propriate). and 

• test-retest correlations across groups. 
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3.2.2 RANK ORDER OF ITEM DIFFICULTIES 

The rallonale behind comparing the rank order of item difficulties (p values) for different groups 

is that the Items ... should 'behave' in the same way (Bond 1981: 61) for all groups if the same 

construct is measured. 

To evaluate the consistency of Item difficulties across groups, all test Hems must first be ranked 

according to difficulty. This is done separately for each group. A rank-order correlation 

(Spearman's rho) is then calculated between the two sets of ranks. If the sample sizes are suffi

ciently large (with a subject: item rallo of not less than 10:1). a rho of 0.90 or higher Indicates rel

ative consistency of Item difficulties across groups (Reynolds 1982: 210). 

When the above technique Is used, the comments of Osterllnd (1983;17) should be borne In mind: 

It should .be clearly understood. however, that comparing the rank order of Item dlfflculty 

indlcas between groups Is an Incomplete strategy for concluding bias In test Items. It Is • 

• nevertheless, a useful tool as an early Indication of· whether or not particular Items behave 

differently between groups. 

A related technique Is the 

• correlallon of p decrements between adlacent items. also called delta-decrement analyses 

(see Jensen 1980: 441-442). 

3.2.3 FACTOR ANALYTIC METHODS 

Factor analysis is one of the most popular and important methods of assessing bias In construct 

validity. The concept investigated by means of factor analysis Is that the test score variance Is 

composed of the same theoretical constructs, or factors. for different groups (Osterlind 1983: 17). 

If different factor patterns are found for the different groups, it could be an Indication of bias in the 

construct validity of the test. Factor analysis can also be regarded as a procedure that 
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.. .identifies clusters of test items or clusters of subtests of psychological... tests that correlate 

highly with one another and less so or not at all with other subtests or items. Factor analysis 

then allows one to determine patterns of interrelationships of performance among groups 

of individuals (Reynolds 1982: 201). 

To determine whether the same constructs are measured In different groups, two factor analytic 

approaches can be followed, namely, exploratory or confirmatory factor analysis: In exploratory 

factor analysis a correlation matrix Is factor analysed and a number or factors extracted. This can 

be done separately for each group. A number or methods for determining the degree of Similarity 

between factors for the different groups have been devised. One popular technique, based on the 

relationship between pairs of loadings for corresponding factors, is the coeftJdent of congruence 

(r c). This coefficient Is given by the following equation (Reynolds 1982: 204): 

where a, represents the factor loading or a variable for one sampte and ~ the corresponding 

factor loading ofthe same variable for the second sample. Arc value oro,so or higher Is arbitrarily 

taken to Indicate factor equivalence, in other words, factorial Invarlance across groups. 

Confirmatory factor analysis, however, provides a more stringent test of factor similarity than c0-

efficients of congruence. Path analysis can be used to determine whether a specified model fits 

the data for the different groups Involved in the study. The statistical methods used with path 

analysis models involve estimating all free parameters as well. as obtaining measures of model 

fit (see e.g. Owen 1991b, for an application of path analysis). 

3.3 Methods for detecting Item bias ;X; 
Tho •• ';.'~I " ''','''''''''", ,~.~ " ...... '7-f- ~ , ... m ........... " .......... 

between test performance differences caused by real differences between groups and those 
iC/ 

caused by bias (e.g. due to the way Items have been formulated) (Burril & Wilson 1980). Tech-
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niques for detecting item bias are therefore aimed at identifying specific .test items that are asso

ciated with cultural differences and contribute to inaccurate measurement (Rudner & Getson 1982). 

A shortcoming of most of these methods is that they are based on an Internal test criterion. This 

inevitably Introduces an element of circularity to the logic of the methods for detecting bias. The 

total score for the test (to which items that may perhaps be biased have actually contributed) is 

used to Identify persons with equal abilities and the performance ofthese persons Is subsequently 

used to identify biased items (Shepard. Camilli & Williams 1983). Thus the methods can only suc

ceed in det~cting relative bias and not absolute bias. 

The following are some. of the most important methods or techniques for the detection of biased 

Items (definitions of item bias are given In Section 6): 

• analysis of variance 

• Item discrimination procedure 

• transformed item difficulty values 

• distractor response analysis 

• item-group (partial) correlation 

• chi-square techniques 

• Item characteristic curve (Item response theory). 

The first four techniques mentioned above are based on the unconditional definition of bias. while 

the remaining three are based on the conditional definition (see Par. 6.1.). 

3.3.1 ANALYSIS OF VARIANCE 

In the analysis of variance procedure (ANOVA) the focus is on the interaction of groups-by-Items 

and not the main effects. Significant main effects do not necessarily indicate bias in a test for the 

simple reason that there may be genuine differences in abil~!tetween groups (significant group 

main effect). or differences among the items in terms of difficulty (significant items main effect) 

(Osterlind 1983). The rationale behind the assumption that a significant groups-by-items interaction 

is indicative of bias is as follows: 
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... items that measure a different trait ... for subgroups ... violate the assumption of 

unidimensionality of items. Items lacking unidimensionality across subgroups will likely ex

hibit varying degrees of difflculty regardless of the groups' overall ability level difference. 

The groups x items interaction of analysis of variance procedures will reveal this effect of 

different levels of difflculty between or among groups (Osterllnd 1983: 21). 

When a significant groups-by-Items Interaction Is revealed by ANOVA, other methods are required 

to Identify those Items which are biased. Methods recommended by Osterllnd In this regard are 

Scheffe's multiple comparisons and Angolfs transformed item difficulties (see Par. 3.3.3). 

Although the ANOVA Is an attractive and useful procedure, It has a number of shortcomings. The 

main criticism Is thal...item by group interactions will occur In comp/etely unbiased tests merely 

as a function of differing levels of ability or mean performance (Rudner, Getson & Knight 1980: 217). 

This method Is nowadays not frequenlly used In bias detection studies. 

3.3.2 ITEM DISCRIMINATION PROCEDURE 

The dlscrimlnallon value of an lIem Is the correlation of Its score with the total score on the tesl. 

This correlation (biserial or point-biserial) Indicates to what extent a particular item measures 

whatever Is measured by the test as a whole. lIems that show a low (non significant) correlation 

with the total score do not contribute to the true variance In the test scores but only to. error vari-

ance. 

If one assumes that item discrimination values express the degree of relationship between the 

items and the underlying construct measured by the test, it follows that items with different dis

crimination values for different groups do not measure tlfe same constructs in those groups and 

are therefore possibly biased. Conversely, In an unbiased test the ilem-by-total score correlation 

for any item should be the same for the groups concerned. According to Jensen (1980: 445), rig

orous testing of this hypothesis is difficult for the following reasons: (1) the ilem-by-total score 

correlation has a large sampling e.rror, (2) these discrimination values are usually fairly homoge-
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neous. and (3) the item discrimination value is affected by the' difficulty of the item. which may not 

be the same for the groups involved. 

Although the item discrimination procedure Is not a popular method for detecting Item bias (Burrill 

1981). its value lies in the fact that It is readily available with Item analyses and aberrant Items can 

be spotted at first glance. (For a further discussion of the Item discrimination procedure. see 

AngoIJ 1982: 109.) 

3.3.3 TRANSFORMED ITEM DIFFICULTY VALUES (TID) 

A description of the transformed Item difficulty values (TID) method, also called the 'delta-plot 

method', can be found in AngolJ (1982: 96) and Osterllnd (1983: 28). 

The TID approach rests on the assumption that an item that is comparatively more difficult for one 

group than it is for another, Is probably biased. "The underlying logic Is simply to test If dlIJerent 

groups Interact with a set of Items In the Bame way" (Osterllnd 1983: 29). If this Is not the case, In 

,other words, if,groups responddlIJerently to certain' items, 'one may conclude that bias exists. 

In the TID method, the Item difficulty levels ( .I! values) are first transformed to a normal seale ( ! 

values). This is done separately for each group. The! seale values are then linearly transformed 

Into a delta scille in order to remove negative values: ,\ =' 4z + 13. Next, the pairs of deltas (one 

pair per Item) are plotted on a bivariate graph with the delta values for one group plotted on the 

abscissa and those for the other group on the ordinate. Typically, a plot ofthese points will appear 

in the form of an elongated ellipse, extending from the lower left to the upper right of the graph. 

The closer the resemblance between the item difficulty patterns of the groups. the narrower the 

ellipse. A straight line (major axis line) Is fitted to the data. Items whose points fall at some dis

tance from this line may be regarded as contributing to the item-by-group Interaction. Formulas 

for calculating the major axis line of the ellipse and the distance of points from this line, are given 

by AngoIJ (1982: 98). The final step Is to Identify biased Items by evaluating the distance of points 

from the major axis. This requires that one establish limits for acceptable deviation from the axis. 

According to Ostertind (1983: 35) a common approach is to place confidence intervals of iO.75 
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z-score units about the major axis. Items falling outside these boundaries are regarded as outliers 

and therefore possibly biased. 

The TID method has been widely used. one reason in particular being that It is a visual method for 

the study of liem-by-group Interaction. One of Its drawbacks. however. is that Item discrimination 

and item difficulty tend to be confounded in cases where the groups differ considerably in mean 

ability level (Angoff 1982: 104). Under these circumstances. items IdentiHed as biased by the TID 

method may In actual fact only appear to be so because they are highly discriminating. 

3.3.4 DISTRACTOR RESPONSE ANALYSIS 

A description of this technique can be found In Jensen (1980: 452) and Osterllnd (1983: 89). 

In objective tests. items usually consist 0' a !!!!!!! (the wording/statement 0' the question) and 

answer options. one of which Is the correct answer while the others are dlstractors. Test devel

opers usually try to make an Item's dlstractors equally attractive but seldom succeed as can be 

seen from the percentage of testees who choose the different dlstractors as their answer. 

The choice of distractors can provide valuable clues to why an item functions differently 'or dif

ferent groups. If an Item Is unbiased. Its dlstractors can be expected to display the same measure 

0' attractiveness for all the groups concerned. In 1975 Veale and Forman (see e.g. Rudner. Getson 

& Knight 1980) proposed a method 0' Investigating Item bias that is not dependent upon the test 

total score like most 0' the other methods. They suggested that two or more groups'· response 

patterns be compared. If a significance test reveals that the groups are differentially attracted to 

a test item's dlstractors. the null hypothesis (no difference) may be rejected and bias may be 

concluded. 

The rationale behind this approach is the assumption that there are certain item 

characteristics ... that cause a distortion in the Item p-va/ue for a spaclnc group (Rudner. Getson 

& Knight 1980: 225). This disiorlion is brought about by distractors which are not equally attractive 

to all groups. The hypothesis that the frequency with which a distractor Is chosen is not the same 
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for two or more groups. is tested by means of a chi-square statistic (see Osterlind 1983: 70-73 for 

more details). 

A problem with distractor response analysis is that response pattern differences between groups 

are not so much a function of bias as .of ability (Thissen 1976); I.e. testees with higher ability tend 

to choose other dlstractors than those favoured by testees with lower ability. 

All in all. despite the drawbacks of distractor response analysis. Rudner and Convey (1978: 23) are 

of the opinion that this technique Is one of the more promising and Interesting approaches 

and ... shoulil be considered In future investigations of Item bias methodologies. 

3.3.5 ITEM~GROUP (PARTIAL) CORRELATION 

Stricker (Angoff 1982: 112) proposes an Index of Item bias which is based on the correlation be

tween success on an Item and group membership. with true scores on the test (with the Item under 

consideration omitted). partialed out. This Index Is highly attractive because. like the ICC method 

(see Par. 3.3.8). the procedure controls for group differences In overall ability. According to Angoff. 

one of the advantages of this Index Is that It Is far less costly In terms of computer software re

quirements (when compared for Instance with the ICC method) and also In terms of the amount 

of data needed to achieve certain levels of reliability. However. the effectiveness of this method 

in item bias detection has not yet been sumciently demonstrated. 

3.3.6 SCHEUNEMAN'S CHI-SQUARE 

The chi-square approach for the Identification of biased items examines the probability that 

testees from different groups but with the same level of ability will answer a certain Item correctly 

(Osterlind 1983). If an Item Is unbiased. individuals of the same ability level should have the same 

probability (chance) of answering the item correctly. regardless of their group membership 

(Scheuneman 1979). This approach is therefore not dependent on item-by-group interactions for 

the identification of biased Items (as in the case of analysis of variance and some other methods). 

Two popular methods that use the chi-square approach are Scheuneman's chi-square and the 

·full· chi-square. 
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According to Scheuneman (1979, 1980) her proposed chi-square technique should be regarded as 

a variation of item response theory (latent trait procedures). Both the difficulty and discrimination 

values of items are allowed to vary, but the continuous curve which is characteristic of the latent 

trait procedure is abandoned. In its place the test total score is divided into a small number of 

discrete ability categories (three to five) and the performance oflwo or more cultural groups within 

these categories is compared. Thus Scheuneman's chi-square technique involves the use of the 

total raw score of a homogeneous test to measure or indicate ability. The distribution of the total 

score is divided into three to five categories or intervals that are each defined by a certain range 

of the total .score (i.e. if the test consists of 30 items counting one point each, the live ability cate

gories may include testees who obtained scores ranging for example from 0-9, 10-15, 16-20, 20-25, 

26-30). The distribution of the number of ~ responses within each ability category is obtained 

for each item and for every population group. The number of correct responses within each ability 

category represents the obtained frequency used in the chi-square test. The proportion of correct 

responses of all testees (irrespective of ethnic background) whose scores fall within a particular 

ability category is used to determine the expected frequency. In other words, the expected value 

for each cell (Eij' is obtained by multiplying the proportion of alltestees who answered the item 

correctly. and whose .total score fall within intervalj by the number of testees within the cell. Thus 

where 

O'j the number of testees in Ihe total score interval (ability category) ; 

who answered the item correclly 

N.; the total number of testees in the score interval j, and 

Nij the total number of testees in group i and in score interval j. 
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The test statistic ( x'l is 

where 

Be = the expected rrequencies or Group B 

Bo = the obtained rrequencies or Group B 

We =. the expected rrequencies or Group W, and 

Wo = the obtained rrequencies or Group W. 

, . 

The number or degrees or rreedom are (K-ll (r-l), where K is the number or population groups and 

r the number or ability groups. 

One or the shortcomings or this method (as well as or the "rull" chi-square) is that ir a test contains 

a considerable number or biased items, the test total score will also· be biased. Consequently the 

ability categories, which have been rormed on the basis orthe total score, will not renect a group's 

true potential. When there is a considerable difference between the total score distribution or two 

groups, for example because one group finds the test much easier than the other, the establish-

ment or comparable ability groups poses a practical problem. 

Intasuwan (1979) and Baker (1981), among others, have raised a more serious objection to 

Scheuneman's technique in particular. In their opinion the ract that she does not incorporate the 

proportion or incorrect answers in her technique means thai her test statistic does not really have 

chi-square distribution. In other words it is only "hair a chi-square. 

3,3.7 FULL CHi-SQUARE 

In 1981, Camilli (Shepard, Camilli & Averill 1981) reported that the results or a chi-square statistic 

based on the proportion or correct responses (p) differ rrom those in which the proportion of in-

correct responses (q) is used. This was an awkward finding, since the proportion of correct and 
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incorrect answers are supposed to renect the same information. Camilli, in agreement with 

Intasuwan (1979), consequenlly suggested that the full chi-square, which includes both correct and 

incorrect testee responses, be computed. In other words, a conventional chi-square for a two

by-two contingency table (for example elhnic group x correct-incorrecl responses) should be 

computed for each ability level and summed across all the ability levels. The calculation proce

dures thus malch Ihose of the Scheuneman technique wilh the exception thai incorrect responses 

are also laken into account. The number of degrees of freedom are r (K-1). where r is the number 

of ability groups and K Ihe number of population groups. If a particular item score does not form 

part of the tolal score. the test statistic calculated for this item can be regarded as a true chi

square (Intasuwan 1979). However this Implies that score Intervals (ability groups) have to be de

termined for each item in the lest. According to Rudner and COnvey (1978). deviating from this 

approach by keeping the ability groups the same for all the items In a test and including the item 

under scrutiny in the total score has the following advantage: 

The innatlon of the X· "alues will be systematic when Identical Intervals are used for each 

Item ... This systematic Innatlon allows the X· to be used as a re/ati"e Index of bias (p. 20). 

A point in favour of Scheuneman's chi-square is that it is far more difficult to create cells of ade

quate size with the full chi-square In the case of particularly easy items. It can also be argued that 

there is less Of a need for a significance test (and consequently a distribution of known charac

teristics) than there is for an Index of bias. Shepard (1981) also pOints out thai any nnal.concluslon 

regarding bias should be based on logical grounds and that the deviation of an ilem - from other 

items measuring the same construct - should carry more weight than the power of the statistical 

test. 

3.3.8 ITEM CHARACTERISTIC CURVE (ITEM RESPONSE THEORY) 

The mathematics involved in item response theory (IRT) is rather complex and this theory will 

therefore not be discussed in detail. Comprehensive descriptions can be found inter alia in 

Hambleton. Swaminathan, Cook. Eignor and Gifford (1978), Hambleton (1980), and lord (1980). 
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The item response theory is based on the idea that latent traits (hypothetical dimensions of cog

nitive abilities) can explain the coherence among different items of a test (Hambleton & Cook 

1977). Latent traits are so called because they are "imperceptible" (Le. not directly measurable). 

These traits can be described as psychological dimensions underlying the abilities and attitudes 

of individuals. Performance in a task related to a certain trait can be predicted by estimating the 

individual's ability level with regard to that trait. (These estimated scores are used to predict 

. performance.) 

The space that Is determined by all dimensions required to explain the coherence among items 

is called the complete latent space (Van der Flier 1980). According to its definition, the conditional 

distribution of the Item scores within this space (given the position of all latent traits) is equal for 

all relevant populations. When a test consists of homogeneous items, it is assumed that the c0-

herence among the items can be explained by a single underlying trait. The regression of the 

observed item score on this trait (8) is called the item characteristic curve (ICC) or item ogive. 

The advantages of the IRT over the classical test model can be summarized as follows: 

• The testee's ability is estimated on the same ability scale as any subgroup. of items fitting the 

model. 

• The item parameters are invariant across subgroup!! of testees (for which the model fits) 

making it possible to.compare subgroups. 

• In some IRT models the scales actually have the properties of an Interval scale. Raw scores 

are usually on an ordinal scale, but for the practical purpose of being able to use certain 

statistical procedures, it was assumed in the classical test theory that the scales have the 

properties of an interval scale. 

", 

A disadvantage of the IRT is that it seems extremely unlikely that any set of data will ever fully' 

satisfy the requirements of the assumptions made regarding any latent trait model. Apparenlly the 

latent trait models may not be robust with regard to deviations concerning the assumption of 

unidimensionality (Hambleton 1980). 
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A number of latent trait models have been developed. Most models presuppose a more or less 

s-shaped item characteristic curve. The best-known models are the three-parameter normal ogive 

model, the three-parameter logistic model, the two-parameter logistic model and the Q!!.!!:: 

parameter logistic model (also known as the Rasch model). The first two models yield similar 

ICCs, but the logistic distribution function is mathematically less complicated and is also used 

more often (Van der Flier 1980). In all of these models it Is assumed that an item Is unbiased if ... 

examinees of the same ability level, but of different group aml/atlons, have equal probabilities of 

responding correctly (Rudner, Getson & Knight 1980: 222). 

Since the three-parameter logistic model Is used more often than the other two models. the pa-

rameters of this model will now be discussed. 

The mathematical form of the item characteristic curve of the three-parameter logistic model is 

as follows (Hambleton et a/1978: 473): 

eD°,(8-6,) 
Pg(e) = cg + (1- cg) 1 + eD0 ,(8-6,)' (g = 1,2,···, n). 

where 

Pg (8) = probability that a testee with ability 8 wlJ/ ans_r item g correctly. 

D = a constant scaling factor (usually taken as 1.7). 

e = the mathematical constant 2.71828 .... 

ago bg and cg = the parameters describing item g. 

The! parameter represents the discriminating power of.the item. The steeper the slope of the 

curve the better the item discriminates between low and high ability testees. Discrimination val

ues of 0.5 to approximately 2.5 are quite typical while a value smaller than 0.5 Is not adequate for 

testing purposes (Ree 1979). 

The!!. parameter represents an index of the degree of difficulty of the item and is represented by 

a point on the ability scale (e) that coincides with the innection paint of the curve (i.e. the point 
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where the curve changes direction). The further to the rigtit ihe innection point, the more difficult 

the item, and the further to the lell. the easier the item. Although!! usually lies between -3 and 

+ 3, the choice of this scale is arbitrary (Ree 1979). 

The £ parameter (pseudochance parameter) is the lower asymptote of the curve and represents 

the probability of a testee of extremely limited ability quesslng the correct answer to the Item. This 

parameter is usually larger than 0,0 and smaller than 0,30. 

Different ml!thods can be employed to estimate the above item parameters. A commonly used 

method is contained in the computer program LOGIST, compiled by Wood, Wingersky and Lord 

(1976). This program estimates the Item parameters (a, b and c) as well as the ability parameter 

(9), and places them on the same scale. When the item parameters are estimat~d separately rot 
..... 

two different population groups, they will not be Identical but linearly related. 

Therefore, although the parameters of both groups essentially lie on the same scale, there Is a 

linear transformation difference between them (Osterllnd 1983). This difference is caused by the 

fact that 9 Is arbitrarily denned 'as having a mean of 0 and a standard deviation of 1 in each sep-

arate parameterization. In this regard Dorans (1979: 11) states that 

... the fact that standard scores from separate derivation samples have Identical means and 

variances does not mean that these scores are expressed In a common metric. Scores are 

expressed In a common metric only when they share a common reference point and a com-

man unit. 

I 
Despite the fact that the! and!! parameters are Invariant from group to group, they are not in-

variant when the origin of e changes arbitrarily in each parameterization. The scales of two sep-

arate groups then have to be equated before the respective parameters can be estimated and 

compared (Dorans 1979). Various methods may be used for equating the e scales (see for example 

Osterlind 1983; Lord & Wingersky 1984). 
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Once the scales have been equated and the parameters estimated all that remains is to compare 

the item characteristic curves (lCCs) of the two groups with a view to identifying biased items. If 

the ICCs of the two groups are identical. the item concerned is unbiased. However if the ICCs 

differ. certain methods may be used to determine whether the deviation is such that the item 

should be considered biased. Rudner. Getson and Knight (1980) for example established an index 

of item bias based on the area between the ICCs of the two groups, while Lord (1980) developed 

a chi-square statistic for testing the equality of the ! and.!! parameters of the groups (the £ pa

rameter is not tested because it is held constant while the! and.!! parameters are estimated). A 

useful meth?d for evaluating the differences between the ICCs of two groups, Is also suggested 

by Linn. Levine. Hastings and Wardrop (1980). 

Although the ICC method (three-parameter model) is the most theoretically sound and certainly 

one of the best methods for detecting item bias. it also has a number of drawbacks. One of these 

is that parameter estimation becomes rather problematical if there are large ability differences 

between the groups. Another problem is that large sample sizes (N) 1 000) are required in order 

to obtain stable parameter estimates. The ICC method is also more costly in terms of computer 

software than most other techniques. 

Despite its drawbacks. the ICC procedure (three-parameter model) Is the most statistically elegant 

or all item bias detection techniques discussed and should be used whenever possible. However. 

in view of the considerable agreement between the ICC and the more practical chi-square proce

dures (Scheuneman's and full chi-square), the latter ... may be viewed as a rough approximation 

to the more complicated three-parameter latent trait procedure (Ironson 1982: 152). The choice 

between the two procedures will ultimately depend on sample size and cost. 

3.3.9 CONCLUSION 

Although not all available item bias detection methods have been discussed in Par. 3.3. those 

mentioned represent the more important ones. A number of empirical studies have been con

ducted to evaluate the effectiveness of the various methods (see Taylor 1987 for an overview). A 

typical finding is thaI the ICC method (three-parameter model) performs best. followed by the 
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chi-square procedure, and, in certain circumstances: the TID method (other promising techniques 

are the log-linear and logit models - see Taylor 1987: 38). 

According to lronson (1982) there are still many unresolved issues In the domain of item bias 

methodology, e:g. the theoretical differences between methods, their reliability, the validity of the 

procedures in correctly identll'ylng ·truly· biased items, and the extent to which the various Indices 

of Item bias are robust to violations of their assumptions. However, methodological Issues con

stitute only one side of the coin. The other crucial question Is .... what makes an Item biased·? 

(Iranson 1982: 153). If one is unable to Identll'y and explain those aspects or factors that cause an 

item to be biased for a particular group, nothing has been learned about the nature of bias In test 

Items. In Section 8 an attempt Is made to answer Bome of the questions In this regard. 
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4.0 BIAS IN THE PREDICTIVE VALIDITY. OF A TEST 

Simply put. test validity indicates to what extent a test measures what it is supposed to measure; 

it also says something about the conclusions one can draw on the basis of test scores. Although 

several forms of validity are distinguished (Messick 1980). only criterion-related or predictive va

~ will be discussed here. This again involves two types of validity, namely concurrent validity 

(test and criterion data were obtained at the same time) and predictive validity (test and criterion 

data were obtained at different times). These two forms of criterion-related validity are however 

calculated in exactly the same way. 

4.1 Differential and single-group validity 

Differential validity exists when there is asigniftcant difference in the correlations between the test 

and criterion scores of different groups (Jensen 1980). 

In terms of Cleary's (1968) regression definition the evaluation of bias in predictive validity takes 

the form of y = aX + b, where y is the predicted criterion score, !!.is the regression coefficient, X 

is the score in the predictor (test) and!! is a constant. If the equation is represented 'graphically 

as a regression line, ! represents the slope and!! the Y intercept of the line. Differential predictive 

validity exists when the slopes of the regression line for two or more groups differ and the same 

regression line is used for all the groups, According to the definition of bias in predictive validity, 

the errors in prediction should be independent of group membership If there is no bias. This is not 

so if the slopes of the regression line for the various groups differ, in other words the expected 

errors of estimate are not zero, 

Bias in differential predictive validity also exists when correlallons between the test and criterion 

scores (the validity coefficients) for various groups differ significanlly from each other as a func-
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lion of group membership (Shepard, Camilli & Averill 1981). The ·differential validity hypothesis 

regardin·g bias is therefore that certain tests are more valid for majority groups than minority 

groups, but that the coefficients are not necessarily zero for any of the groups (Schmidt, Pearlman 

& Hunter 1980). 

According to the single-group validity hypothesis regarding bias a test Is valid for one group but 

not for another, In other words the true population validity Is zero for the one group but not nec

essarily for the other (Hunter & Schmidt 1978). Single-group validity Is therefore the result of the 

predictive Vllllidity coefficient for only one of the groups being greater than zero. An extreme 

statement of this hypothesis In terms of whites and blacks Is that 

... black culture Is so alien to white culture that a test might be completely meaningless to 

blacks (Hunter, S-:hmidt & Rauschenberger 1984:45). 

4.2 The slope, IntercePt and standard error of estimate of the regression 

line 

Cleary (1988) and Cleary and Hilton (1988) were among the IIrst to attempt a definition of test bias 

in terms of predictive validity: 

A test Is biased for members of a subgroup of the population If, In the prediction of a criterion 

for which the test was designed, consistent nonzero e"ors of prediction are mede for 

members ofthe subgroup (Cleary 1968: 115). 

In terms of this definition therefore a test is biased If the criterion score, which was predicted with 

the aid of the common regression line, Is consistently too high or too low for members of the 

subgroup. In accordance with Cleary's definition many researchers (such as Evans & Reilly 1972; 

Goldman & Hewitt 1975) agree that a test is unbaised if the regression lines of the groups con

cerned are identicai. Under these circumstances race or sex group membership plays no role. 
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Jensen's (1980: 379) definition of bias in predictive validity is more comprehensive than Cleary's 

and all the most important elements that playa role in bias are named in statistical terms: 

A test with perfect reliability is a biased predictor if there Is a statistically significant differ

ence between the meJor and minor groups In the slopes byx' or in the Intercepts k, or In the 

standard error of estimates SE() of the regreSSion lines of the two groups. Conversely, an 

unbiased test with perfect reliability is one for which the major and minor groups do not 

differ significantly in byx. k or Sfy. 

From this definition It Is clear that the emphasis falls on bias in the predictive validity of the test 

and not on some Inherent characteristic of the test Itself. If homogeneity of regression (the Cleary 

model) Is not present. the following four conditions can occur: 

1. The slopes (regression coefficients) differ. 

2. The Intercepts differ. 

3. The slopes and Intercepts differ. 

4. The standard errors of estimate differ. 

Bias owing to the different slopes of the regression lines of two groups leads to an underpredlction 

of the criterion score of the group with the higher mean criterion score when a common regression 

line is used. 

Bias owing to different Intercepts (the Intercept of a regression line refers to the point at Which the 

regression line cuts the V-axis) while the slopes are the same leads to a systematic underpre

diction or overprediction ofthe criterion score by the test. A test with the same validity coefficients 

for two groups can stili be subject to'intercept bias. 

If both the slopes and the Intercepts of the groups differ. the amount of bias in the prediction can 

vary owing to the use of a common regression line. The direction of the bias can even be reversed. 
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Bias in respect of the standard error of estimate: The sta~dard error of estimate is an index of the 

number of errors (residuals) made in predicting the criterion, In other words the scalier of the 

obtained criterion scores around the predicted criterion scores. The standard deviation of the 

residuals is known as the standard error of estimate ( SEest)' 

To summarize: Bias in predictive validity can be described as 

• a type of invalidity that affects one group more than another: 

• group differences In test performance which are not also round with respect to the criterion: 

• constant and systematic errors In the prediction of a criterion - errors usually associated with 

group membership; 

• unfair discrimination against the group whose criterion score is underpredicted - in reality this 

group performs better on the criterion than predicted by the test scores. 

4.3 Findings regarding bias In predictive validity 

In a study with the Junior Aptitude Tests (JAT) it was found that differential and slngle-group va

lidity were largely absent (Owen 1989a). This finding corresponds with most overseas findings in 

this regard. Jensen (1980: 515) even refers to ... a nonexistent phenomenon ... in this regard. 

Hunter, Schmidt and Hunter (1979) conducted three validity studies and came to the conclusion 

that perhaps tru differential validity does not exist. ccording to these writers the fact that they 

could not find any convincing evidence of the phenomenon of differential validity argues strongly 

against a conception of test bias that is based on the assumption ... that the meaning o( test content 

differs by race (p. 733). Contrary to the above writers, Katzell and Dyer (1978) maintain that it is too 

soon to reject the matter of differential validity completely. The fact that differential and single

group validity are seldom encountered or are difficult to Identify suggests to Flaugher (1978) that 

these sources of bias are not as important as others. 
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Findings in the USA based on the use of a common regression line indicate that criterion scores 

for blacks are overpredicted because the intercept of the regression line for whites is usually 

higher than that for blacks (Jensen 1980). According to Sung and Cawis (1981). when the re

gressions for whites and blacks differ. the difference can usually be attributed to differences in 

intercepts and not in slopes. supporting the assertion that differences in the !!!.!!!!. test perform

ance of groups are not indicators of bias. 

While research in the USA has produced little evidence of predictive bias. these results do not 

necessarily apply to South Africa because language and SES differences between groups are 

probably more pronounced here than In the USA. 

4.4 Fair selection models 

A number of models have been proposed for the fair selection of applicants for employment or to 

attend an educational institution. These models have been extensively discussed in the literature 

(see e.g. Petersen 1980) and only some of the more important ones will be mentioned here. 

namely the 

• regression model 

• equal risk model 

• constant ratio model 

• conditional probability model 

• modified criterion model 

• threshold utility model. 

All these models make use of a variable (test) and a criterion score predicted by the variable. They 

also have the common goal of making the selection of members of different racial. ethnic. sex or 

other groups as fair as possible. In this regard. Petersen (1980: 119) comments as follows: 

The issue of fair se/ection Is very closely tied to society's concern for equality of opportunity 

for all. Originally. equality of opportunity was viewed as selection of those individuals most 

likely to succeed. /I is this conception of fair selection that underlies the regression and 

equal risk models. In the last few years. however. the issue of fair selection has been viewed 
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as a means of minimizing inequality of opportunity by providing preferential treatment for 

disadvanged groups. But, who will receive preferential treatment and by how much is not 

easily agreed upon since relative 'advantage to some necessarily means less advantage to 

others. 

The search for a truly fair selection procedure involves a search for a commonly accepted value 

position. Hunter and Schmidt (1976) differentiate between three value positions that subsume all 

the fairness models: unqualified individualism, quotas, and qualified individualism. 

Unqualified individualism requires that selection be fair towards the individual, regardless of group 

membership; use Is made of any variable, including race and sex, that will enhance the predictive 

correlation. 

The quota position accepts some loss of predictive validity In favour of social and moral priorities. 

In extreme cases, predictive validity is completely ignored and applicants from each group are 

selected In proportion to their group's percentage of the population. 

Qualified individualism tries to maximize predictive validity while excluding race as a predictor, 

even if It might be a valid one. Thus, ,a common regression equation Is also used in instances 

where separate equations could have been more successful. 

From the above it Is evident that while fair selection is not Itself a characteristic of tests, It Is 

nevertheless of tremendous Importance In a multicultural society like South Africa. Any organ

ization which employs members of different groups and uses psychometric tests in the selection 

of those employees should consider very carefully the fairness of their selection procedures, es

pecially the moral and ethical issues Involved. 
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5.0 BIAS IN THE CONSTRUCT VALIDITY OF A TEST 

A test's construct validity refers to the extent to which the test measures a theoretical construct 

or characteristic such as intelligence, mechanical insight or aptitude for music (Anastasi 1976). 

This reasonably simple definition conceals an extremely complex theme, as can be seen from the 

fact that Messick (1980) distinguishes about twelve different types of this validity. 

The fact that a test's predictive validity for a minority group is satisfactory Is no guarantee that the 

same can be said of its construct validity. The two types of validity are determined in completely 

different ways. In contrast to predictive validity, where the correlation between a test score and a 

criterion score Is regarded as an adequate Indication of validity, Cleary et a/. (1975) regard the 

evaluation of construct validity as a complex combination of logical and empirical actions on the 

basis of which both the test and Its underlying theory (In other words the construct) are evaluated 

at the same time. This suggests that It Is essential when determining construct validity to evaluate 

several internal aspects of the test. It Is also important to note that none of the Internal criteria 

as such provides adequate grounds for.making a categorical statement about the construct validity 

of a test. In this regard Jensen (1980) also pOints out that a test score is merely an attempt at 

measuring a speCific construct. Nevertheless, when all the internal characteristics (criteria) of a 

test are considered one can obtain an indication of the extent to which the test succeeds in 

measuring a specific construct. 

5.1 Definitions of bias in the construct validity of a test 

Reynolds (1983: 245) defines bias in construct validity as follows: 
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Bias exists in regard to construct validity when a test is shown to measure different hy

pothetical traits (psychological constructs) for one group than for another or to measure the 

same trait but with differing degrees of accuracy. 

This definition contains a general assumption that can be studied from various points of view. 

Several writers Including Petersen (1980), Bond (1981), and Sundberg and Gonzales (1981) men

tion that bias in construct validity means that a test measures one thing in one group and some

thing else In another group while the assumption Is that the same construct Is being measured. 

Poortlnga (Van der Flier & Drenth 1980) refers to the above a8 functional equivalence and states 

that It is only one of three possible forms of test score comparability between groups. The other 

two are score equivalence (the construct or ability should be measured on a comparable scale for 

the groups) and Item equivalence (the relations between the Items should be similar for the vari

ous groups). 

In Jensen's (1980) dennHion of construct validity another element Is added to those mentioned 

. aboVe. According to him bias exists when there are systematic errors that are 88soclaled wllh the 

group membership of the Individuals. 

As far as the Incidence of construct bias Is concerned Scheuneman (1981) maintains thatlillhough 

tests are basically valid (In other words, there is no bias In construct validity), bias Is often found 

in the form of an underestimation of the abilities of minority groups. The lalter aSl!umption is 

supported to a certain extent by the conditional probability definition of Loyd (1983: 3): 

When individuals from different groups (cultural, racial, sexual. etc.) with the same level of 

ability have different probabilities of success on a particular tast. the test is said to be baised. 

Scheuneman and Loyd's views therefore imply thaI although tests basically measure the same 

constructs in different groups, bias means thaI the total test scores of members of certain minority 

groups underestimate their 'real' abilities (owing to systematic errors related to the group mem

bership of the individuals). 
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5.2 Findings regarding bias in construct validity 

The question of bias in the construct validity of tests was extensively researched in the USA with 

a great variety of tests. for example the Wechsler Intelligence Scale for Children (WISC). revised 

WISC. Otis-lennon School Ability Test. California Achievement Tests. Scholastic Aptitude Test. 

Peabody Picture Vocabulary Test. Stanford-Binet. lorge-Thorndike. Raven Progressive Matrices 

and Iowa Test of Basic Skills. A common finding was that the tests measured essentially the same 

factors in different groups and were largely unbiased in their construct validity. This conclusion 

supports an assertion made by both Jensen (1980) and Reynolds (1980). namely that American 

black-white differences with regard to mental tests are real and cannot be ascribed to cultural bias 

in the tests. When differences do occur in the factor structure of the groups. they are mainly In the 

magnitude of the loadings. with smaller loadings for blacks either indicating that the factor Is not 

as well defined within the black group as it is in the white grouP. or that more error or specific 

variance occurs in the test scores of blacks than In those of whites (Jensen 1980). One should 

however take note of Scheuneman's (1981) warning that although tests are basically valid for dif

ferent groups (Indicating the absence of bias In construct validity). bias Is sometimes found In the 

form of an underestimate of the abilities of minority groups. 

In general. factor analysis of test scores has shown that although a certain amount of unique 

variance can be ascribed to cultural factors. the basiC factor structure of tests Is largely similar for 

different cultural groups. It has also been found (Sung & Dawls 1981) that race and sex Innuence 

the difficulty value of ability tests but not their factor structures. 

Findings in South Africa largely agree with those in the USA. Bias in construct validity was inves

tigated by administering the Senior Aptitude Test (SAT) to technikon students (first-year engi

neering and physical science technicians) from various population groups. It was concluded that. 

although there were considerable mean test score differences. the tests measured essentially the 

same traits in the different groups (Owen 1986). 

In another study (Owen 1989a. 1991a & b). the Junior Aptitude Tests (JAT) were administered to 

Standard 7 pupils from the various education departments. The results did not contradict the hy-
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.~. -"' . 
pothesis that the JAT measures the same constructs in the different groups. The dimensions 

underlying the abilities measured by the JAT are to a large extent similar for the different groups. 

This conclusion has important implications for the construction of common tests for different pop-

ulation groups: Differences between the mean ability levels of groups are large but nonetheless 

not so fundamental that different psychological principles are required to explain the test 

behaviour of the groups. This further implies that differences in test performance as such do not 

necessarily affect the construct validity of a test. 

The main finding of the JAT Investigation. namely that population group membership affected the 

difficulty value of ability tests but not necessarily their factor patterns. concurs with the results of 

several researchers abroad. for example Stodolsky and Lesser (t987). The results also support 

the viewpoint of Hakstian and Vandenberg (1979) that there is greater similarity In the cognitive 

I 
structure of different cultural groups than is renerallY believed. 

Based on findings similar to those of the above-mentioned Investigation (for example the absence 

of bias In construct validity). Jensen (1980) and Reynolds (1980) conclude tliat the differences in 

mean test performance of whites and blacks In the USA signify actual differences In the ability of 

these groups. However this conclusion cannot simply be generalized to the population groups in 

South Africa. For example the results of the above-mentioned investigation showed that language 

played a prominent role in all the tests containing language Items. having a negative effect on the 

performance of the black testees In particular. The findings also showed that the absence of bias 

in construct validity did not exclude the possibility of biased items systematically underestimating 

the ability of a grouP. as a result of language or other factors. When the purpose is to measure 

language ability as such. as in the case of the JA T 4 (Synonyms). the discrepancy between the 

groups probably signifies an actual difference in respect of the specific ability. Such a discrepancy 

is not necessarily a result of bias. To say that it is. would ~e the same as saying that all spelling 

tests are biased against poor spellers or that all arithmetic tests are biased against those who 

cannot add or subtract. 
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6.0 ITEM BIAS 

The aim of research into bias is not Just to provide test compilers with guidelines and procedures 

for identifying and eliminating apparently biased test items. A more particular aim is to identify 

variables or factors that may be responsible for bias with respect to specific groups (Schmeiser 

1982). So far two main approaches have been followed in studying the problem of item bias. 

namely the judgmental approach (Tittle 1982) and the statistical approach (Angoff 1982 and others). 

Many test manufacturers in the USA. such as the Educational Testing Service and the Psycho

logical Corporation. use both methods to identify biased items (Carlton & Marco 1982; Coffman 

1982; Lenke 1982). A general lack of agreement between the statistical and subjective evaluations 

of item bias (Plake 1980) is a particular problem. and experts are often unable to explain what 

£!!!!!! bias (Shepard 1981). The assertion made by Burrill (1981: 143) In this regard Is a typical 

conclusion: The item data can show how bias occurs but not why. The cardinal question Is 

therefQre: What causes an item to be biased for a specific group? 

6.1 Definitions of item bias 

Investigations of item bias are aimed at determining whether different ethnic. racial or cultural 

groups display different behaviour patterns with respect to test items (Mellenbergh 1983). A typical 

statistical indication that a test item may not be appropriate or suitable for a specific cultural group 

is that the item is obviously too dimcult (or too easy) for the group concerned (Thorndike 1982). 

According to one definition an item is regarded as biased if it favours one group unfairly over 

another group (WilCOX 1984/85). or if it systematically functions differently for different groups 

(Burrill & Wilson 1980). 

According to Cleary and Hilton (1968: 61) an item is biased for members of a group 
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.. .if, on that item, the members of the group obtained an average score which differs from the 

average score of other groups by more or less than expected from performance on other 

items of the same test. 

According to this definition item bias can be identified only on the basis of the relation between 

the item concerned and other items In the test. Further to this, Shepard, Camilli and Averill (1981: 

317) state that methods for disclosing 'Item bias 

... identify deviant or anomalous items in the context of other items. 

Cleary and Hilton's definition is based on features of classical test theory and Is unconditional with 

respect to assumptions about the ability level of the testees, but more recent definitions of item 

bias are increasingly based on item response theory (latent trait theory) (Humphreys 1986). An 

Important feature of these later definitions Is a precondition regarding abllHy level: only testees 

with the same lel/el·are compared with one another (Meflenbergh" 1983),·The foHowlng Is a typical 

definition of item bias based on the Item response theory (IRn: 

... an Item Is generally considered biased If equally able members of different groups have 

unequal chances of success on the item (Subkovlak et a/. 1984: 49). 

Definitions and descriptions of item bia!! based on IRT methods can be summarized as follOWS: 

• An item Is biased against members of a group if the elCpected performance on the item is 

lower for persons in that group than for persons of a similar ability level In another group. 

• In this context bias may be the result of multidimensionality. In other words, the probability 

of answering an item correctly depends on more than one latent trait and the item does not 

therefore measure the same characteristic in different groups (Shepard 1981). 
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• Item bias is a contextual property; the biased item is an anomaly within the context of other 

items. This means that bias cannot be identified in an isolated item and test items designed 

to measure the same construct should consequently be studied together (Shepard 1982). 

• Item bias studies search for evidence of an interaction between performance on an Item and 

group membership. while differences In the ability levels of the groups are held constant 

(Traub & Lam 1985). 

In conclUSion. it should be emphasised that the mere fact that groups differ on a particular item 

Is not necessarily an Indication of bias against the lower scoring group. Even Ifthe different groups 

are assumed to have the same abilities or potential. they can stili not be assumed to have had 

equal opportunities for acquiring the required knowledge and skills. Jensen (1980) refers to this 

problem as the so-called egalitarian fallacy. The egalitarian philosophy states that all human 

populations are Identical with regard to all cognitive properties or abilities. In support of Jensen. 

Reynolds (1982) points out that there Is no a priori basis for the claim that one group does not differ 

from another as far as cognitive abilities are concerned. Shepard (1982: 13) summarizes the 

viewpoint of those who oppose the egalitarian philosophy as follows: 

An a priori assumption of equivalent group means. however. has been rejected by most 

scholars who believe that the existence of a difference between groups Is not automatically 

a sign of bias. 

One must however remember that even though differences of mean test scores between groups 

may exist with regard to an ability test. there may be. and often is. considerable overlap in the 

different frequency distributions of the test scores for the groups In question. 

In order to Identify the variables that are potentially responsible for Item bias It Is necessary to 

determine whether bias can be associated with a certain type of item -In terms of content as well 

as format (Unn & Harnisch 1981). 
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6.2 Item content 

6.2.1 KNOWLEDGE 

.According to Scheuneman (1978: 6) the main source of item bias Is content ... which presupposes 

~
' 

experience or knowledge not equally. available to members of different groups for reasons of cul

t'lral background or economic disadvantage. However Jensen (1980) maintains that this plays a 

J\; relatively minor role. The removal of such items Is also not always advisable because It could 

~ affect the predictive val!dity of the test, for Instance in the case of a language tesl for Puerto Ricans 

In the USA .. 

In the case of Test I (Classification) of the JAT, a common element In most of the Items that dis

played large Indices of bias was that they presupposed some knowledge on the part of the testee, 

for example knowledge of tools (pliers, screws and nails; garden tools), Instruments (electrical 

appliances; old-fashioned and modem lighting; magnifying instruments, such as a microscope; 

equipment for catching fish, mice and Insects), and general knowledge (for example of different 

kinds of antelope and Western type of ladles' accessories). 

6.2.2 FORMULATION 

The way In which an Item Is formulated can be to the advantage or disadvantage of some groups. 

In this regard, the following aspects have been Identified: 

• Information In the item. On the basis of the knowledge that American blacks generally have 

a less well-developed vocabulary than American whites, Scheuneman (1983) speculates that 

white testees lend to use the information contained in an item more than black testees do 

when selecting responses, whether through elimination of some of the dlstractors or by 

means of another strategy. Handrick and Loyd (1982) as well as Plake.and Huntley (1984) 

found that some pupils react to subtle grammatical cues in the item stem and distractors 

when answering an item. This lindlng Is supported by results obtained with testees from dif

ferent groups in the RSA. In this regard, Owen (198gb) reports that white testees were gen

erally not only better able to understand items due to their superior knowledge of the 
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language, but were also able to use sublle grammatical cues, unintentionally provided by the 

item-writer, in the stem and distractors of items. 

• Negatively phrased items. Scheuneman (1980) analysed more than 2 000 items of the Met

ropolitan Readiness Tests and the Otis-Lennon School Ability Test and found that American 

blacks apparenlly performed less well when the stem of the item was phrased negatively or 

when one of the possibilities was FALSE or something similar. However Burrill (1981) main-

tains that Scheuneman's finding is the exception rather than the rule. Dudycha and Carpenter 

~(1973: 120) also found that negatively phrased Items were more dimcult than positively 

phrased Items, perhaps because .. the negative stem Is a departure from expectation and re-

quires a shift of mental set, which test takers fail to do. This finding Is strongly supported by 

research involving Standard 7 pupils in the RSA (O_n 1989b). 

• False or untrue answers. In the RSA il has also been found that the groups under investi-

gation performed considerably worse on items requiring the identification of the one false or 

untrue answer than In similar items requiring the one true. answer (Owen 1989b). In the same 

vein, Dudycha and Carpenter (1973) found that items where one of the dlstractors was com-

prehensive (for example "none of these, were more dlfflcuH than Hems In .which the dlstrac-

tors were specific - perhaps because an item with a compreh~nslve dlstractor demanded 

more knowledge from the testee: not only did he have to know what the correct answer was, 

but also which answer options were incorrect. However the Inclusion or omission of the cat-

egory "none of these" did not affect the reliability or validity of the test (WIlliamson & Hopkins 

1967). 

The above-mentioned results seem to rened a generalizable principle that should be taken into 

account by test constructors, particularly in the South African situation. 

6.2.3 MATHEMATICAL PROBLEMS 

Mathematical problems, particuiarly when verbally formulated, often appear to be biased with re-

spect to American blacks (Linn & Harnisch 1981), perhaps because more than one ability is re

quired to solve such items correctly (Reckase 1985). Simple mathematical problems, such as 
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determining the square root of an integer, are extremely difficult for minority groups. (This type 

of knowledge is generally acquired at school). On the other hand, items involving everyday 

mathematical knowledge such as how to count money, are experienced as relatively easy (Ironson 

& Subkovlak 1979). In general it appears that American blacks perform less well than whites with 

quantitative material (Scheuneman 1979). The mistakes made (by all groups) are often systematic, 

for Instance the consistent use of a multiplication sign to denote summation (Tatsuoka & Linn 

1983). 

The following are some of the most common errors made by testees in the JAT (Owen 1989a): 

• In answer to the question "What Is the smallest number that can be subtracted from 35 in or-

der to make it exactly divisible by 8?" three times more black testees than white testees did 

not indicate the number to be subtracted but the number that would be divisible by 8. 

• For·the question· "The sum oHhree successive numbers is 27. What is the smallest number 

of the three?" a relatively large percentage of the black testees simply chose the dlstractor 

·In which the smallest of the live given numbeni appeared. A possible reason for this shortcut 

is that many testees did not understand what was meant by "".sum of three successive 

numbers". 

• With respect to number series, it was found that those series In which the Increase is con-

stant, for example 246 ?, caused remarkably few problems. When, on the other liand,there 

was an Irregular increase, for example 1 3 6 10 (15), many testees tended to Ignore the lirst 

numbers In the series and based their answers on the last two numbers only. This also 

occured in items containing a double series, such as 18 2 7 3 (6), where the 1st, 3rd and 5th 

numbers formed one series and the 2nd, 4th and 6th numbers another. 

A final finding worlh mentioning is that language - and specifically the story element - was almost 

certainly responsible for the problems that many testees (irrespective of group membership) had 

with arithmetical or mathematical ·story" problems. This finding indicates that it is inherenlly more 

difficullto follow the ·story" of the problem than it is to perform the numerical calculations involved 

- 51 -

~'AAD VIR GEESTESWETENSKAPUKE NAVORSINl\ 

HUMAN SCIENCES RESEARCH COUNCil. 



- probably because the solution of this type of item requires more than one ability. It also appears 

from reports P-96 and P-106 that a considerable number of black pupils did not have the numerical 

skills and knowledge required to solve more complex mathematical problems (in other words 

problems demanding more than the most basic skills). These results imply certain problems for 

the test constructor: the mean test score differences between groups in the case of story prob-

lems could perhaps be decreased by manipulating the language, but numerical calculations, 

where poorer performance is due to a lack of basic skills which the majority of testees should 

have, leave the test constructor almost no room for manoeuvring. 

6.2.4 TIME-RELATED CONCEPTS 

One of the hypotheses of the Investigation described In Report P-106 was that black testees would 

perform relatively less well than white testees on test items In which time-related concepts played 

a role. This supposition was based on an earlier (and very tentative) observation that black 

technlkon students seemed to experience problems with such test Items (Owen 1986). The 

underlying rationale can be found In Rohr!'s (1979) view that one of the cultural correlates of right 

" brain functioning In certain communities is that the community members have little need for 

/'\watches, calendars, etc. Therefore if black testees are more right brain orientated, they may be 

expected to perform relatively poorly on items containing time-related concepts. 

The results required that the above-mentioned hypothesis be rejected. Compared with the white 

testees, the black testees did not perform any worse with time-related concepts than with others. 

However this result draws attention to another very important matter, namely the danger of an !!! 

post facto approach in identifying biased items. The Investigation reported in P-106 compared 

lime-related items with similar Items of which the content was not time-related. Without this com-

parison, the conclusion would have been that items involving time are problematic for black 

testees. Since on average only 29% of the black testees answered the time-related items correctly 

and all these Items displayed large bias index values, It seems natural to conclude that time-

related concepts were responsible for the bias. However the necessary perspective is provided 

by the fact that similar 'other" items were also answered correctly by an average of only 25% of 

the testees and also displayed large bias indices. 
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Since bias against black testees was found in items with and without time-related concepts but 

with the same item format. one must conclude that this bias cannot be ascribed to anyone single 

cause but to a combination of item format and item content effects. A study of the item difficulty 

values (p values) revealed that (for the black testees) 

• contents in the form of series functioned better than contents given in an analogy format, and 

• the story type item (format and content) led to very poor performance regardless of whether 

numerical values were expressed In numbers or In words or whether the problem involved 

concepts of time or money. 

( As far as the story type item is concerned 9. tlng ~) was definitely lan-

. guage: If the testee did not understand th context nd Interrelationships of e words, It made 

no further difference whether the numerical co nt was ex sed mbers or In words. The 

fact that black testees performed equally well on analogy Items expressing the numbers In words 

and in figures supports the conclusion. that It was the s'ory element that caused the most prob-

lems. Although some of the testees were apparently· not· very familiar· with the new·form of ex-

pressing time (e.g. 16h30 rather than 4:30 pm), the impact of this problem cannot be compared 

with that of language difficulties. 

6.2.5 DIRECTION AND ORIENTATION 

In Report P-106 It Is noted that, considering the difference In their knowledge bases, black testees 

did not perform worse than their white counterparts on items concerning direction and direction 

orientation. However the crux of the matter is that the knowledge base of the black testees was 

considerably more limited than that of the white testees, as revealed by the large percentage 

(58%) of black testees who were unable to Indicate correctly the direction In which an arrow 

pointed. Items based on a knowledge of compass directions are therefore Inevitably biased with 

respect to black testees. Although one can only speculate at this stage about the reasons for this 

lack of elementary. knowledge of compass directl,?ns represented on paper, it is reasonable to 

assume that the school and general reading experience of black testees is more limited in this 

regard than that of white testees. Difficulties in orienting themselves with regard to a direction 
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represented on paper could indicate field dependence, but there is as yet insufficient information 

to successfully pursue this thought. 

The most important point made by the results of this study is that the test constructor who wants 

to narrow the gap in test performance between white and black testees should not Include items 

involving compass directions in tests that primarily measure reasoning ability. 

6.2.6 VERBAL ITEMS 

• Synonyms, antonyms and analogies: Of the three commonly used verbal Item types, antonyms 

and analogies have the higher Incidence of bias with respect to American blacks 

(Scheuneman 1980), and are also often accompanied by language problems (Valencia & 

Rankin 1985). According to Scheuneman (1980: 147) American blacks appear to have dlmculty 

with comparative terms such as ·fewer·, ·closer" and ·Iarger". This probably Indicates the 

presence of certain language deficiencies. In the same regard Bond (1981) points out that it 

. is Impossible to separate vocabulary from verbal-analoglcal reasoning despite the conceptual 

difference between them. As far as sex differences are concerned It was found that antonyms 

are more often biased with respect to girls (Donlon, Hicks & Wallmark 1980); that antonyms 

and analogies with practical or scientific content favour men, and that women do beUer if 

these Items involve human relations (Stricker 1982). 

The findings reported in P-l06 do not concur with the above-mentioned results -

neither for black nor white Standard 7 pupils. Although both white and black testees round 

synonyms and antonyms more or less equally dlmcult, there was a remarkable difference 

between the performance of the two groups. An average of 64% of the white testees answered 

the antonym items correctly as opposed 10 18% of the black testees. In the case or synonyms 

the groups' mean percentages were 59% and 14% respectively. In addition to the limited 

number of items that were used (with more items the findings might have been reversed), a 

possible reason for the black testee results is that the small proportion of testees who an

swered either of the two item types correctly left little room for the two percentages to differ 

significantly from each other. The fact that the black testees found both item types equally 
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difficult, that only a small percentage of them could answer either of the two item types cor

rectly and that both types were equally biased, emphasizes the problems black testees ex

perience with vocabulary items. 

Of all the tests in the JAT, Test 4 (Synonyms) gave black pupils the most problems (Owen 

1989a). It seems that in addition to displaying a lack of vocabulary, a large percentage of these 

pupils tended to form an association with the stimulus word rather than provided a synonym 

for It. Since it was the objective of the test to measure knowledge of vocabulary, the fact that 

the test as a whole was not suitable for the black testees cannot be attributed to bias as such, 

but rather to deficient knowledge of the language. 

• Verbal Analogies: As In the case of number series a large percentage of the black testees did 

not appear to consider the analogy as a whole, but based their answers on the second part 

only. The more difficult the item, the stronger this tendency was. It Is also evident from the 

results in Report P-98 that a considerable number of testees simply looked for a word !!!2: 

clated with the last term in the analogy. Futhermore, It Is striking to note that a large per

centage of the pupils were attracted to the most Improbable of the five answer options. 

• Word Classiftcation: Examples of this type of item are "Which word fits In least with the other 

four7" and "What goes best with a (object) and a (object)?" 

Apart from a lack of specific word knowledge, the biggest problem appeared to be the fact that 

many pupils did not classify the objects on the basis of conceptual similarity, but on the basis 

of associative resemblance. Poor performance could also be ascribed to an Insufficiently 

critical or logical attitude. Apparently it did not occur to many testees when they chose a 

specinc answer that other distractors might very well be correct answers too. 

• Shuffied letters: Some Items of the JAT2 (Reasoning) consist of letters that must be rear

ranged to form a word. From the responses it seemed that a large percentage of the black 

pupils in particular answered the questions without reshuffiing the letters. Two possible rea

sons can be suggested for why so many black testees experienced difficulties with these 
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items: (1) they did not understand the instructions and thererore did not know exactly what to 

do, or (2) they understood the Instructions but were not able to reshuffle the letters to rorm a 

word. Language difficulties are a ractor in both or these explanations. 

• Sayings: Many testees simply did not have the knowledge and experience required to inter

pret information figuratively rather than literally. This Is Illustrated very well by the rollowing 

item. 

"Which conclusion can be drawn rrom the statement below?" 

Statement: 

"Ir you do not have wings you cannot ny." 

Four times as many black testees as white testees selected dlstractors that Indicated a literal in

terpretation (Owen 1989b). It Is probable that Items containing sayings are unsuitable for black 

testees because the reasoning process by which they are solved requires a level or ramiliarity with 

the language that these testees do not possess. To white testees, responding to such Items would 

merely be a que,stlon or knowledge. 

To summarize: For many testees verbal Item bias can be ascribed to the ractor or language. 

However language deficiencies are not the only reason why a large percentage or the black 

testees did not stand the same chance or answering an Item correctly as their white counterparts. 

The limiting ractors do lie not so much. in the type or Item as they do In the rorm or test 

behaviour. Important Issues In this regard are inter alia a tendency to associative conceptuali

zation, selective attention to the racts in an item, a carelessne 

an uncritical attitude. The latter three point to an absence 

6.2.7 VERBAL VS. NON-VERBAL ITEM CONTENT 

In the study dealt with in Report P-106, it was expected that groups would differ with regard to the 

way In which their performance was innuenced by verbal and non-verbal items. This hypothesis 

was studied with the aid or two item rormats, analogies and series. The verbal items were pre

sented as verbal analogies and letter series and the non-verbal items as figure analogies and 

number series. The two content types within each rormat were compared, in other words verbal 
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analogies were compared with figure analogies and leller series with number series. The hy

pothesis was confirmed to some extent in the analogy comparisons but not in the series compar

isons. As regards analogies, it seemed that the performance of black testees was not improved 

by the mere replacement of words with figures. The bias indices clearly revealed that an equal 

number of verbal and figure analogies were biased. Nethertheless the largest indices were found 

in respect of verbal analogies, supporting the findings of researchers such as Scheuneman (1980). 

Verbal analogies also displayed a greater Incidence of bias than figure analogies In the case of 

Indian testees. 

As regards series, the population groups not only reacted similarly, but the two types of series 

(letters and numbers) did not differ in their effect on test performance. Irrespective of their content, 

series items are probably a relatively suitable format for both Indian and black testees and few 

biased items were found for either of the two population groups. This finding, admittedly based 

on a limited number of items, therefore does not support Scheuneman's (1981) observation that 

bias is found more often in letter series than in other types of series . 

. A general problem concerning bias In non-verbal items is that the causes of the bias, or the rea

sons for the items' differential functioning, are far less "visible" than In the case of verbal items. 

6.2.8 CONCRETE VS, ABSTRACT ITEM CONTENT 

The same study (Report P-106) was expected to reveal not only that concrete and abstract items 

would differ in the effect they had on test performance, but that the various groups would also 

differ in their reactions to these items. It was also expected that, because of the lower standard 

of their socia-economic environment, certain testees would perform better on concrete than ab

stract items. According to reports P-106 and 1991/1 (Owen 1989b, 1991a) neither of these specu

lations were confirmed. The results suggested that the performance of white testees was 'not 

affected by content type. In the case of black testees the mailer is more complex because the item 

format used to test these hypotheses, namely the syllogism, was not'at all suitable for the black 

testees. As a result of the problems they experienced with the item format, it is not possible to say 

whether the black testees performed beller on concrete than on abstract items. 
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6.3 Item format 

The format in which an item is presented. relatively independent of content and context, is another 

possible cause of bias. According to Scheuneman (1981), figure series are often more biased than 

figures presented in a different format. Bias is also more often found in leiter series than in other 

types of series. Bias of this nature cannot, however, be adequately traced unless more than one 

type of item format is used to measure the same underlying ability. 

6.3.1 OPEN-ENDED ITEMS 

According to Frederiksen (1984b) modifying the format of an item, for example from a multlple-

choice question to an open-ended type, has only a minor effect on the construct being measured. 

However such changes can make an item more difficult. In this regard Dudycha and Carpenter 

(1973) found that items with an ·open" stem (for example ·steam is a form of .. :) were more dim
, 

cult than those with a closed stem. No explanation could be found for this phenomenon. 

6.3.2 SYLLOGISMS 

According to Hunt (1982) reasoningllhinklng can be described as a set of intellectual skills linked 

to specific content areas. For example persons who are able to work out syllogisms whose content 

is familiar to them are often unable to answer similar syllogisms expressed In an abstract manner. 

This observation has been confirmed by cross-cultural research. Haggard (1954) also pOints out 

that of all item types syllogisms are the most difficult to modifY In order to decrease "middle-class 

bias", as they are largely academic, artificial and completely allen to the everyday world of the 

lower-class child. 

The syllogism (concrete as well as abstract) is probably an unsuitable item format for the black 

testees described in Report-106 for the same reason as that identified by Haggard (1954) with re-

gard to low SES children. On the basis of the findings of an experiment described by Brislin (1983) 

it can also be concluded that if syllogisms are formulated in an African language and the black 

testees are given enough practice, their performance will improve considerably. For the present 

however syllogisms, except perhaps for those comprising concrete-meaningful material, should 
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be avoided in a common test for black and white testees. Although.all syllogism types were gen

erally suitable for Indian testees. concrete-meaningless. concrete-unreal and abstract contents 

appeared to be somewhat less suitable than. for example. concrete-meaningful material. 

6.3.3 STATEMENTS 

The following Is an example of a statement-type item formal: 

Which true conclusion can be drawn rrom the statement below 

If only the Information In the statement Is taken Into account? 

Statement: No hunter Isa gamewarden. 

McPhearson Is a hunter. 

The results In Report P-l06 reveal that the black testees performed worse on verbal reasoning 

items in which a statement was made than on other verbal Item types. Furthermore. up to six 

limes as many white testees as black testees answered some of these Items correctly. All state

ment items also.lndlcated quite large bias Indices. TheJact that on average. slatement Items were 

answered correctly by 10% fewer black testees than were other verbal Item types can naturally 

not be attributed to language problems. A more probable explanation Is that the same factors that 

lead to poor performance In syllogisms were Involved. In other words. statement type items are 

too academic, artificial and foreign to the everyday world of black testees. OWing to lack of 

practice and experience black testees are not used to reasoning within the strict cOnlines or a 

statement and limiting their thoughts to the facts provided. Seen from another angle, It is not im

possible that persons who tend to think holistically - often associated with right-brain functioning 

(cr. Kaufman 1979) - will experience problems with statement type items (and syllogisms) that 

demand analytical thinking. 

On the other hand. Hale's (1982) assertion that African blacks regard a direct statement as rough 

and unimaginative cannot be completely ignored. A black testee. for example. will definitely not 

be motivated to go to any trouble over an item that he regards as an unintelligent verbal con

struction. However furlher information in this regard cannot be obtained from a group test situation 
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and all the possible reasons given for poor performance with regard to statements must therefore 

be regarded as only tentative. 

6.3.4 FIGURE SERIES VS. FIGURE ANALOGIES 

Only two item formats, namely figure series and figure analogies were formally compared 

(Report-106). The same Item content was used so as to determine the effect of item format on test 

performance. The results revealed that all the groups found figure series easier than figure anal

ogies. The extent to which the same item content was made more dimcult by the format in which 

it was presented was clear from the mean proportions (x100=%) in Table 5.13a (Owen 1989b: 53). 

For example an average of 66,2% of the white testees answered the figure series correctly, while 

the corresponding percentage for the figure analogies was 47,7% (a difference of almost 19%). 

In the case of the Indian testees the corresponding percentages were 54,5% and 38,9% (a differ

ence of 15,6%), and for the black testees 36,7% and 27,7% (a difference of 9%). This finding sup

ports the view of Sternberg and Gardner (1983: 90) that 

... one would expect that for problems in these formats with terms of equal difflculty (I.e. 

drawn from the same universe of stimuli), analogies would be Slightly more dlfflcu/t than 

series completion ... 

According to these writers series are easier than analogies because fewer Information-processing 

parameters are required to solve them. 

Although the series is undoubtedly one of the best Item formats for use with black testees, its 

suitability depends on the complexity or dlmculty of the item concerned: the more dim cult the item 

(as measured by the performance of white testees), the less suitable it Is for black testees. This 

finding highlights a fundamental question in many bias investigations, namely whether deviating 

items are the result of bias (as it Is defined) or whether they should be ascribed to the inability 

of the testees. Although no definite answer can be given to this question, the solution strategies 

used by testees - as renected in their choice of item distractors - can provide some clarity in this 

regard. 
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6.4 Distractor choice as an indication of test behaviour 

Test compilers seldom construct item distractors in an arbitrary way. Because distractors often 

renect the typical reasoning mistakes made by testees, the selection of distractors is a valuable 

source of information about test behaviour. According to Report P-106 black testees displayed 

certain forms of test behaviour that are detrimental to test performance. In this regard it appears 

that black testees tended more than white testees to 

select illogical answers: 

adopt an uncrillcal attitude; 

ignore cOntradictions, and 

pay selective attention to the facts in an Item: 

• They did not adhere to the information provided in the stem of the item. 

• They did not use all the information provided in the stem of the item. 

• They based their answers on only one of the two statements In a sylloglsin. 

It was also clear that they lacked the linguistic knowledge and finer understanding of language 

nuances required to interpret certain material figuratively rather than literally (Items Involving 

saYings or adages are therefore not suitable for black testees). Lack of arithmetical knowledge 

and skills also played a major role in calculallon problems. 

These forms of test behaviour. which are reasonably typical of test-unsophisticated persons of a 

low SES, contributed greally to the identilication of deviant and therefore biased item.s. In a pre

vious report concerning the same testees (Owen 1989b) the above mentioned aspects of test 

behaviour were identilied as causes of apparent item bias - the statistical Indices show that items 

are biased, but the real causes of the bias are located in the test behaviour of testees rather than 

in the items as such. 

One of the most important causes of true item bias is the role of language in verbal constructions 

such as word classification. linear syllogisms, verbal analogies and mathematical story problems. 

Language problems prevented the black testees from revealing their true potential with respect 

10 Ihese item Iypes. Any lesl consisting mainly of such items will necessarily be biased for these 

testees. 
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7.0 RECOMMENDATIONS 

To make a common test battery for white and black testees In South Africa a reality. the consid

erable gap that presently exists between the test performance of the two groups has to be nar

rowed. The item content and item format strategies discussed below could contribute to better 

performance by black testees on verbal and non-verbal reasoning tests. Owing to the complex 

nature of the problems they address these 'solutlons' are by no means complete and other factors 

such as mastering thinking strategies, cognitive enrichment, practice and training will also have 

to receive attention. 

It should be kept in mind that the differences in mean test scores which are found between white 

and black testees In South Africa. are probably largely a reDaction of the enormous differences In 

the socia-economic conditions and educational opportunities which have existed, and stili exist, 

between these groups. Tests should not be condemmed for highlighting these differences. One 

should rather direct policy and resources In the country to the eradication of educational backlogs 

and to social upllftment schemes. 

Language is Indispensable to the measurement of the full spectrum of Intellectual·abillties re

quired in a technological society. In a multilingual country the test complier will probably always 

come up against test bias caused by language deficiencies. Ho~ever a start can be made towards 

the establishment of emcient common tests by following the guidelines given below. 

Item content 

The following should be avoided as far as possible: 

• Negatively formulated item stems and answer options. 
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• Items requiring one false or untrue answer. 

• Item distractors that are overly attractive and therefore confusing to less sophisticated 

testees. 

• Subtle cues in item stems and/or distractors. for example 

Someone who has been Influenced in making a decision 

based on l!!:!concelved opinions. Is said to be ... 

A. influential. B. hypocritical. C. ~udlced. D. accusatory. E. Impartial. 

In this item. the l!!:! In preconceived could prompt smarter testees to select option C (preJudiced). 

• Difficult words in items such as word classification and analogies. 

• Complicated syntax in mathematical story problems. 

• The use of items Involving direction and directional orientation (geography tests are a differ

ent mailer). Items such as the following should therefore be avoided: 

Mac lives 5 km south-west of Tom. 

Salty lives 7 km east of Mac. In which direction 

must Salty walk to visit Tom? 

A. North-wesl B. North C. South-east 

D. West E. Soulh 

• Synonyms and/or antonyms in tests that do not primarily measure language skills. 

• Involving basic arithmetic skills in items that are nol primarily concerned with measuring nu

merical skills. 

• Test lIems containing sayings or adages. for example 

"Let sleeping dogs lie: 

• Using verbal analogies wh'en figure analogies could be used. 
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Item format 

The following should be avoided as far as possible: 

• Syllogisms, for example 

All A are B, 

Some A are C. 

Therefore: 

• Test items containing statements, for example 

Which one true conclusion can be drawn 

from the statement below if only the information 

in the statement Is taken into account? 

Statement: 

The wortd's population is increasing at a 

tremendous rate but food production 

remains constant. 

Series of any content type (letters, numbers or figures) Is possibly the best format. Analogies are 

less suitable but cannot always be replaced by series without affecting the construct validity of the 

test. 

Distractor attractiveness is another aspect to consider in reducing the role of irrelevant factors in 

differential test performance. Certain distractors regarded by most while testees as completely 

wrong are apparently highly persuasive in the case of black testees. Test constructors usually 

strive to include distractors that are as tempting as possible in order to attract the attention of 

those testees who do not really know the correct answer. These efforts to mislead pupils usually 

take the form of imitating typical thinking errors. Despite the fact that this is standard practice in 

constructing items, it does not only confuse the less sophisticated testees who cannot identify the 

correct answer, but also reinforces certain undesirable thinking patterns. 
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It is therefore recommended that test constructors reconsider the procedures and strategies for 

the construction of test items and that special attention be given to item distractors. Distractors 

cannot of course be a means of preventing pupils from reasoning illogically but by not providing 

a distractor that represents for example an associative solution. testees can at least be forced to 

consider other options as well. In the case of unsophisticated testees attempts to mislead by 

means of distractors should generally be avoided as far as possible. 

Research has shown that a large percentage of black pupils do not have the knowledge or skills 

to exploit the properties and format of various item types In such a way as to obtain high test 

scores. Illustrating the principles underlying the answers to the dilferent Item types by means of 

a limited number of practice examples Is apparentiy not sufficient to provide these testees with the 

necessary Insight and comprehension. Based on the views concerning practice and training of. for 

example. Alley and Foster (1978). Borkowski and Krause (1983) and Frederiksen (1984a). it Is re

commended that urgent attention be given to the training of language and cognitive skills in gen

eral and problem-solving strategies In particular. In order to render the test performance of white 

and black testees comparable. black pupils must be equipped with a basic 'supply' of reasoning 

. strategies. on which they can draw to solve problems encountered In. the form of. for example. 

analogies. series completion. classtncation and statements. It is therefore recommended that 

training tests be developed which Illustrate the principles required for answering the various Item 

types often encountered In ability tests. No testee should take an actual test before proving that 

he has mastered certain basic problem-solving skills. 

As far as a long term solution Is concerned. It is recommended that experimental work be con

ducted on the Item formats and item contents responsible for the dilferential performance of 

groups. 

The macro-approach to studying Item bias. for example. by means of group testing. limits the 

amount of Information that can be obtained from testee responses. A micro-approach in the tra

dition of cognitive psychologists such as Sternberg. Pellegrino. Glaser. Hunt and others makes it 

possible to study the cognitive processes underlying the answering of items and olfers an expla

nation for the apparently illogical test behaviour of some testees. 
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To conclude: Although the test developer cannot raise the economic level of the underprivileged 

group, he can at least try to narrow the gap between the test performances of low and high SES 

groups by paying special atlention to the way in which items are formulated. For example, items 

should be formulated positively, the 'untrue" type of answer should be eliminated by asking Which 

of the answer possibilities Is "true", cues should not be given and the invention of confusing, 

misleading or deliberately attractive item distractors should be avoided. 
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8.0 METHODS USED BY TEST PUBLISHERS IN THE USA TO "DEBIAS" 

STANDARDIZED TESTS 

In order to make test developers, users and researchers more aware of the Issues Involved In the 

differential test performance of groups, some of the strategies used by four leading test publishers 

In the USA to 'debias' tests are presented here. 

(1) CTB/McGraw-Hili (Green 1982) 

According to Green (1982: 230(1) the position of CTB/McGraw-Hili concerning test bias (most of 

their tests are achievement tests) is based on some general propositions. 

First, it Is held that when students come to school they may differ In their background 

knowledge, cognitive and academic skills, language, and attitudes and values. To the degree 

these differences are great, no one curriculum and no one set of Instructional materials will 

be equally suitable for all, and therefore no one test will be appropriate. It Is dimcult to 

spacify what amount of difference can be called great, and reasonable differences of opinion 

on this matter exist. 

Secondly, it is the task of schools to Increase the amount of knowledge that is common to 

all, to develop certain basic cognitive skills in all students, to generate proficiency in at least 

the English language among all students, and to foster certain common attitudes and values 

in our society. Therefore, there Is a need for general tests that measure the knowledge and 

skills taught in school. Thus, the test publisher'S task is to develop tests measuring these 

common skills and bodies of knowledge, without introducing any extraneous elements into 

the performances on which the measurement is based. If these lesls do require thaI sludenls 

have knowledge and skills not taught in school, differences in performance among some 
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students will occur because of differences in school learning, whereas for other students 

differences in out-of-school learning will matter. Thus the test is measuring different things 

for different groups and can be called biased ..... 

The third general proposition Is that for some groups, notably those from families whose 

language and culture differ sharply from that of 'Middle America', no test designed to be 

used nationally can be completely unbiased. The best one can do is to minimize the role of 

the extraneous elements, thereby increasing the number of persons for whom the test is 

appropriate. If care Is taken in test construction, however, the Inffuence of these elements 

can be minimal for most people; but for some groups they will continue to playa substantial 

role. For example, one simply cannot conclude that students are Illiterate If they fall an 

Eng/Ish test when they speak Spanish, since. perhaps they are literate in Spanish. Only when 

such stUdents have acquired a substantlBl degree of both facility with the English language 

and acculturation can one expect our standard tests of basic academic knowledge and skills 

to elicit performances adequately representative of their academic status. 

CTB currently uses four procedures to minimise test bias (Green 1982: 233): 

• 

• 

careful at~entlon to content validity, 

the inclusion of bias considerations and the application of the various McGraw-HiII guidelines 

In the test specilicatlons used by the writers and editors, 

• bias reviews by both eTa editors and by external experts, and 

• analyses of Item tryout data separately by ethnic group In order to lind and delete items that 

appear to be undesirable for one or more groups. 

(2) Riverside Publishing Company/Houghton Mimin (Coffman 1982) 

A major aim of research on lesl bias al Ihe Riverside Publishing Company .. .is to provide infor

mation not only to test developers about how to minimize bias at the test construction stage, but 
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also /0 lest users about factors that need /0 be weighed when interpreting test scores for particular 

subgroups of the population" (Coffman 1982: 241). 

According to Coffman the approach to insuring test fairness consists of live stages, namely, 

• applications of careful professional judgments at the item writing stage, 

• systematic reviews by representative panels of test· users at the test assembly stage, 

• statlstlcfJl analyses based on a variety of bias models, 

• comparisons among the results of stages 2 and 3, and 

• special follow-up studies deSigned to seek answers raised by the comparisons at stage 4 (p. 

242). 

Since anyone author's knowledge is necessarily limited, it Is common practice to have each 

test question reviewed by several individuals other than the original Item writer before the 

item Is placed in the pool of items to be presented. Such reviews, and the discussions that 

ensue, contribute to Increasing the sensitivity of writers to the multiplicity of factors that 

might contribute to unfairness (p.242). 

(3) The Psychological Corporation (Lenke 1982) 

The Psychological Corporation publishes Inter alia the MetropOlitan Readiness Test, Otis-Lennon 

School Ability Test and the Wechsler Scales. Like other test publishers the Corporation has given 

considerable attention to the question of bias and fairness in testing. A problem in this regard 

according to Lenke (1982: 255-6), Is that 

The fairness issue is most often discussed in relation to 'bias' of one kind or another. Un

fortunately, no one has yet been able to come up with a definition of bias that is either uni

versally acceptable or universally applicable to all types of test or in all types of situation ... 
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Until we can al/ agree on a definition of bias that can be applied in a meaningful way to the 

examination of test content and to the interpretation of test performance, there will be no 

such thing as a 'bias free' test. 

Apart from ensuring that their norming samples are representative of the nation as a whole by 

including all ethnic groups, socio-economic levels, and geographic regions in approximately the 

same proportions as the national population, The Psychological Corporation also pays special at

tention to facial bias and item bias. The importance of these two concepts is evident from the fol

lowing description by Lenke (p. 256): 

Facial bias refers to situations In which a test Item, or a group of test Items, appears to re

nect some prejudice, stereotype, derogatory or offensive association, over- or underempha

sis of the worth of particular ethnic or sex groups, and over- or underrepresentation of 

particular types of environmental settings .... lIem bias refers to situations in which a test 

Item functions differently in some systematic way for different groups. While several methods 

exist for the detection of Item bias, It is not yet clear Which method, or combination of 

methods, Is most appropriate for the Identlncatlon of 'unfair' Items. For this reason The 

Psychological Corporation views statistical Item bias detection procedures as helpful In 

evaluating the performance of individual items; however, such procedures are not used in 

the absence of sound, professional judgment. 

The Psychological Corporation, like other test publishers, also makes use of a panel of minority

group educators to review items. As far as ethnic bias is concerned both subjective and objective 

rating procedures are used. In this regard Lenke (p. 258) states that 

The subjective raters were members of an advisory panel of minority educators, selected on 

the basis of their sensitivity to minority-group concerns and their active Involvement in ed

ucation. The role of the panel members was to provide needed input to each of the five major 

stages in the development of a major test series: blueprinting, content development, item 

analysis, standardization, and publication. At each of these stages, panel members were 
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asked to review the materials for potential problems in content, such as irrelevance or in

sensitivity to minority students, and unclear or potentially biased artwork. 

As objective rating procedures a number of statistical methods are used, e.g. Angolf's delta-plot 

method. 

(4) Educational Testing Service (Carlton & Marco 1982) 

According to Carlton and Marco (1982: 278) Educational Testing Service (ETS) 

... has a longstandIng commitment to producing tests that acknowledge the multicultural 

nature of our society, to avoiding language or content that is offensive to or demeaning of 

any group within the population, and to attempting to understand and use Information about 

the performance of different groups on test items. 

Among the guidelines for ETS products and services are the following pertinent points which all 

test developers in multi-cultural countries should bear in mind (Carlton & Marco pp. 278-9): 

• Specifications for tests should require material renectlng the cultural background and con

tributions of women, minorities, and other subgroups. 

• I(ldividual test items, and the test as a whole, should be reviewed to eliminate language, sym

bols or content which are generally considered potentially offensive, inappropriate for major 

subgroups of the test-taking population or serving to perpetuate any negative attitude which 

may be conveyed towards these subgroups. No item in any test should Include words, phrases 

or description that is generally regarded as biased, sexist or racist .... 

• ... studies (should be undertaken) to determine the sources of signiflcant differential perform

ance of sex, ethnic, handicapped, and other relevant subgroups on ETS tests. 
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• Sludies relaling ilem performance 10 subgroups should be carried oul for new or substantially 

revised tests when there are adequate data concerning sufficient samples of large subgroups 

whose education and experience may be different from the majority of examinees. 

Currenlly, Ihe syslem of sensitivity reviews al ETS Include Ihe following (p. 281): 

1. a group of reviewers who undergo training; 

2. a set of training materials; 

3. a list of specmc criteria for sensitivity reviews; 

4. a list of words, phrases, and concepts that may signal offensiveness; 

5. adjudicators to make decisions in Instances of Intractable disagreement between relliewers 

and test developers; and 

6. a steering committee to ollersee the entire process. 

According 10 Ihe authors (p. 282) lesl Ilems are evalualed from lwo perspectives: the cognltille 

dimension, which deels with the factual accuracy of an Item, and the affective dimension, which 

deels with the feelings an Item may elloke In group members .... Examples of the latter would In

clude Items that focus on the high birth rate In ThIrd World nations or on the high suicide rate 

among Native Americans. Highly conlroversial Issues (e.g. Issues relaling 10 genelic inferiority) 

are usually avoided In a lesl unless Ihese Issues are 

... both relellant and essential to effectille measurement '" . When both the test developer 

and the sensitivity reviewer agree that such Issues are both relellant and essential, Items 

must be worded in such a way as to make It clear that ETS does not subscribe to the position 

stated (p. 282). 

Another important point is that 
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... no item may contain material that reinforces offensive stereotypes. nor may it Include 

underlying assumptions about a group that renect an individual's ethnocentric beliefs. Ex

amples of the latter would include items that imply an inferiority or deficiency on the part 

of one or more groups ... . Examples of ... stereotypes would Include statements or impli

cations that a particular group Is deserving of a particular fate or that a group Is by nature 

dependent on the majority culture (p. 283). 

ETS also has a set of criteria. labeled 'context considerations'. which contains Judgmental guide

lines for reviewing malerialthat'may be sensilive to some groups but Is necessary In testing. The 

four areas or domains covered are the historical. literary. legal and psychological. Test developers 

in South Africa should take cognisance of these domains. especially the historical. because they 

represent material likely to be described as 'offensive' In the 'new' South Africa. 

Regarding the historical domain. the authors (p. 283) declare that: 

When testing one's knowledge of history, It Is sometimes desirable to draw from material 

written dUring earlier periods when social values were markedly different from present val

ues. Thus, material that was not considered offensive at tha time has become potentially 

offensive when judged by present standards. For example, a passage describing the condi

tion of Southern Blacks during the reco".structlon period may Include tha term ·co/ored 

people· or ·Negro·. While It may be desirable to avoid the use of such material where pos

sible, the sensitiveness of the item must be judged in the overall context In, which It Is pre

sented. 

In conclusion. before test developers or test users label a deviant item as biased they should 

consider Carlton and Marco:s (p. 286) distinction between these two terms: 

Statistical procedures can identify items that are deviant, that is, items that seem to behave 

differently for different groups. However. the content of an item must be taken into consid

eration in determining whether an item Is biased. Differential item performance may be an 
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artifact of the analysis method; it might be due to unequal exposure to content; it might be 

due to cultural differences. Bias cannot be inferred without considering the reasons why an 

item is deviant. 

To close this section on the methods used by test publishers in the USA to "de bias" standardized 

tests, reference Is made to Scheuneman's (1982: 196-197), very useful and practical recommen

dations which merit careful attention, especially by test developers. She suggests the following 

five guidelines to facilitate the item review process: 

t. Prepare item cards for use In the review process. Prepare for your review by having items with 

high bias indices put onto cards - one item per card. Record conventional Item statistics, in

cluding the number selecting each option, separately for each group of interest on the backs 

of the cards. Use computer-generated labels if available; these save clerical labor and are apt 

to be more accurate. Code Items to indicate apparent direction of bias (if direction can be de

termined). The Items that were not IdentiOed as biased should be readily available for refer

ence, but need not be placed on cards, although It may be more convenient to do so. 

2. Sort all items Into relatively broad categories. Usually, content categories outlined in the test 

specifications or blueprint will be appropriate, although item formats or some other charac

teristic believed to be Important may be preferred. Tabulate the number of biased and unbiased 

items in each category (if this was not done previously). If the distribution of biased items Into 

the categories Is very similar to what would be expected If the items had been selected at 

random, the division may be not meaningful and another classification scheme might be tried. 

/( it does not appear to be random, the concentration into speciOc categories may be the first 

clue to possible sources of bias or unexpected performance differences. 

3. Group biased item cards by content category. Carefully review those Items Identmed as biased, 

working with one classiOcation category at a time. Examine the items, singly or in groups, 

looking for item flaws and clues suggesting plausible explanations fa; the differences found and 

using the conventional item statistics where they may be helpful. Try to find patterns of differ

ences that may support or disprove some of the possible explanations or that may suggest new 
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hypotheses concerning the differences. Do not expect to find an explanation or hypothesis to 

account for all items. Remember that it is almost certain that some items have been incorreclly 

classified as biased, and the proportion of such items can be quite high depending on sample 

size and the decision ru/e(s) used for selecting biased items. 

4. Verify hypotheses by checking against the set of unbiased Items. Sometimes the similarities 

seen among the biased items are simply characteristics of the test and will be found among 

unbiased Items as well. If hypotheses suggest differences that might generalize across cate

gories or into new Item pools, determine whether such differences have occurred. For example, 

in the certificallon exam, items worded negatively ("which of the following Is not a true state

ment"), occurred in the biased item pool more often than would be expected regardless of the 

content of the area. 

5. Consider what actions might be taken to correct problems revealed by this analysis. If the hy

pothesiS is incorrect and if an action can be taken that should have no adverse impact on 

scores, such as adding sample items, this can be done without further verification. Otherwise, 

It may be necessary to Involve others in a decis/on-maklng process to cons/der (') the conse

quences of making changes if you are wrong versus (2) not making changes If you are right, 

and (3) the approximate likelihoods of these outcomes. Such discussions may cause a reeval

uation of the purposes of the exam, which should be of benefit even If no changes In the test 

are made as a result. 
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9.0 SUMMARY AND CONCLUSION 

The purpose of this report is to promote in the test developer and test user a greater under

standing or the issues involved, and particularly the issue of bias, when a psychometric test de

veloped for one group is used for another. With this purpose in mind, attention was given to 

methods for detecting bias, research findings regarding bias, and steps that can be taken to re

duce bias In testing. 

In Section 2 of the report a brief overview was given of some of the background factors that could 

playa role in test bias, namely, culture, socia-economic status, language and cognitive style. 

In Section 3 methods for detecting bias In predictive validity, construct validity and test items were 

discussed. As far as Item bias Is concerned, it was recommended that the Item characteristic 

curve ofthe Item response theory be used whenever posSible, although good results can also be 

obtained by means of the chi-square methods; the TID method and the Item discrimination pro

cedure are particularly useful as a quick indication of aberrant - and possibly biased· items. 

Bias in the predictive validity of a test was discussed in Section 4. Attention was given to differ

ential and single-group validity as well as to the slope, intercept and standard error of estimate 

of the regression line. Research findings in the USA Indicate that predictive bias is a rather rare 

phenomenon; however, the criterion scores for minorities are sometimes overpredicted by a 

common regression line (due to differences in the intercepts for the groups - which are not nec

essarily an indication of bias). 

Bias in the construct validity of a test was discussed in Section 5. Overseas as well as local 

findings indicate that tests measure essentially the same underlying psychological constructs in 
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different groups. Construct bias is therefore not really an issue as far as the differential test per

formance of groups is concerned. 

In Section 6 attention was given to item type (in terms of content as well as format) as a possible 

source of item bias. As far as item content is concerned, it has been found that apart from lan

guage factors (and items containing sayings) differential performance is not so much the result 

of a specific item type but largely of a particular form of test behaviour (e.g. a tendency towards 

associative conceptualization or an illogical approach). With regard to format, It has been found 

that syllogisms and statement-type items in particular are unsuitable for some groups. 

In Section 7 certain recommendations were made to test developers and some guidelines given 

regarding Item contents and item formats that should preferably be avoided in the construction 

of common tests for blacks and whites. Section 8 supplemented the guidelines given in the previ

ous Section. In order to make test developers, users and researchers more aware of sensitive 

aspects involved in the construction of common tests for different groups, some of the strategies 

used by leading test publishers in the USA to debias standardized tests were presented. 

e development of unbiased common tests for the various population groups in South Africa is 

certainty one of the major challenges in the field of psychometrics that has to be met before the 

turn of the century. This is undoubtedly a formidable task in view of the numerous factors, cultural, 

~lilical, educational, sociological and economical, which divide South African society and seg

ent its people into different groups. 

Groups and group differences are, however, facts of life and the best the test developer can do is 

to measure those differences as accurately as possible without interference from bias. Ideally, a 

test should only register individual differences and not group differences as well. Unfortunately, 

this is not always achieved In practice - one reason being that the items which best discriminate 

between individuals are sometimes the items that best discriminate between groups. Although 

the test developer has no control whatsoever over all the factors in the formation of an ability, in 

the measurement of that ability he can at least ensure that his measuring device is as fair and 

unbiased as possible. 
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What action can be taken by the test developer and test user when bias is detected in a test? The 

following are some of the options. 

1. If the test measures different things in different groups (indicating bias in construct validity), 

the test as a whole is unsuitable as a £Q!!!!!!Q.!! test and its use should be restricted to the 

group for whom it was standardized. 

2. On the other hand, if bias in construct validity is absent (which is usually the case) but there 

are considerable differences in the mean test performances of the groups, then the test user 

could consider the use o~ms. However, this line of action Is not always advisable 

and can lead to other problems. Furthermore, it must be remembered that mean test score 

differences per se are not an indication of bias; they could signify real differences in ability 

that must be acknowledged as such. 

3. Bias In predictive validity, i.e. the over- or underprediction of a criterion score by a test score, 

can be dealt with by test users using the test for selection purposes by means of separate 

regreSSion lines for the different groups. It must be remembered, however, that bias in this 

sense usually works to the advantage of the underprivileged group, i.e. the criterion scores 

for the lalter group are usually overpredicted by a common regression line. 

4. Biased test items can be dealt with in various ways. When a new test is being developed for 

different groups, the 'no bias' responsibility rests with the test developer (see Sections 7 and 

8). Biased items in existing tests are more difficult to handle. The following are some of the 

options: 

a. The test developer can withdraw the old test and replace it with a new one (but the costs 

involved could be enormous). 

b. The test developer can revise the test, culling all the biased items. If a large number of 

items have to be replaced, this amounts to the development of a new test. 

-78 -



c. If bias is confined to verbal items, test users are advised to use those scores with caution. 

In other words, some allowances should be made for groups whose language skills are 

limited. However, if the primary objective of the particular test is to measure verbal abil

ity, the test scores are probably a true renection of the groups' verbal competence. 

d. The test user can score only the unbiased items. In this case the norms given in the test 

manual are not applicable and the test user will have to calculate his own norms. There 

is another unfortunate aspect to this procedure. It has been the experience of quite a 

number of researchers (including the author) that the elimination of a few biased items 

from a test is usually insumcient to reduce the mean test score differences between 

groups In any signlncant way. This Is so because the biased Items are not necessarily the 

most dim cult ones. Thus, although the removal of biased items is psychometrically and 

morally defensible and a 'must' for test developers, the effect of such removal on the 

mean test score differences between groups tends to be rather small. Furthermore, re

ducing the number of items in a test can result In lower .test reliability and also an at

tenuation of the construct measured. 

From the above it Is evident that there are no easy solutions or one best way of handling bias in 

existing tests. The investigation of bias is a long-term undertaking with many facets, only one of 

which is the identification of biased Items. or more Importance are the reasons why certain item 

types are more likely to be biased than others. In other words, the emphasiS Is (or should be) on 

promoting insight into and understanding of the real nature of bias rather than merely identifying 

and eliminating aberrant items. It is hoped that this document will make some contribution ta

wards this end. 
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