
Global Mental Health Services and the Impact
of Artificial Intelligence–Powered Large Language Models

There is a large and growing need for mental health ser-
vices worldwide, but there is a massive shortage of men-
tal health specialists to meet these needs—particularly
in humanitarian emergencies, low-income countries, and
other areas with limited resources. One strategy that has
emerged to address treatment gaps is to rely on non-
specialists (eg, lay health workers, teachers, social work-
ers, and peer mentors) to provide mental health ser-
vices. Although this approach can be effective, current
strategies demand substantial training and supervision.1

They also require highly standardized interventions,
which may paradoxically limit more person-centered
treatments.2 Concurrently, the field of artificial intelli-
gence (AI) is evolving rapidly and changing how we de-
tect and treat mental health disorders. Artificial intelli-
gence applications in psychiatry are varied and include
developing prediction models for disease detection and
prognosis, creating algorithms that can help clinicians
choose the right treatment plan, monitoring patient
progress based on data from wearable devices, build-
ing chatbots that deliver more personalized and timely
interventions, and using AI techniques to analyze therapy
session transcripts to improve treatment fidelity and
quality.3-5

One breakthrough that may be particularly rel-
evant for global mental health is the development of au-
toregressive large language models (LLMs), such as GPT
(Generative Pretrained Transformer)6 and BERT (Bidi-
rectional Encoder Representations from Transformers).7

These models use deep learning algorithms trained on
big data sets scraped from the internet to predict the
next word or sequence of words in a given text based
on a prompt or question. Large language models are
proving surprisingly capable on various tasks, including
the ability to generate long, coherent, and convincing
text that seems close to human quality.8 As data for train-
ing and computation power continue to increase, these
models will become even more powerful. Given cur-
rent trends, it seems possible that LLM-based agents
could be fine-tuned on digitized texts in psychology and
psychiatry, including textbooks and manuals, along-
side many years’ worth of therapeutic transcripts, to
offer an inexpensive tool capable of delivering complex
and tailored therapeutic models with high fidelity, com-
passion, and perfect recall that can engage with thou-
sands of clients simultaneously.

The potential of LLMs for improving mental health
services raises many questions. Might LLM-enhanced
therapy be more useful or acceptable in certain set-
tings? Might certain psychological therapeutic tech-
niques, such as cognitive behavioral therapy and guided
self-help, align with LLMs more readily than other ap-
proaches? Who is ethically responsible for making clini-

cal decisions in situations where AI replaces human
decision-making? One of the most important ques-
tions is how LLMs could contribute to bridging the gap
between mental health needs and available services
in the settings and populations with the greatest dearth
of specialists: low-income countries.

The unavailability of supervision has been a major
bottleneck in expanding mental health services in low-
income countries, whether that be supervision of pri-
mary care physicians taking on diagnosis and pharma-
cological treatment of mental health conditions or
community health workers delivering psychological
services. Although supervision is a critical component
of service delivery, it is time and resource intensive as
it involves regular meetings and continuous review of
audio-recorded therapy sessions against checklists
to ensure competency and fidelity. In many global pro-
grams, nonspecialists receive brief training but no su-
pervision or very limited ongoing support. Given the
shortage of trained supervisors, these train-and-hope
models (train nonspecialists, then hope everything works
out) are often the only alternative available in low-
resource settings.

Large language models could help reduce this
bottleneck by supporting the training and supervision
of the human workforce. For example, LLMs could act
as clients with whom nonspecialists could practice their
skills, provide nonspecialists with customized learning
materials, review session transcripts, and provide feed-
back based on competency rating tools.9 In other words,
LLMs could assist nonspecialists in acquiring founda-
tional knowledge in an engaging, tailored, and interac-
tive manner. This strategy would free up specialists and
allow them to focus on more complicated clinical super-
vision challenges and expand the human workforce for
delivering quality mental health care. In addition, LLMs
could also help with language translation, especially with
transcription and automatic qualitative coding emerg-
ing rapidly. Although LLMs, as they currently stand, can-
not be comprehensive replacements for specialists, they
may help to ensure the competence of nonspecialists in
settings in which supervisors are simply not available.

One known limitation of current LLMs is their pro-
pensity to output incorrect or fabricated information.
This can be particularly problematic when the lan-
guage used by the LLM is confident and assertive, which
can easily fool an unsuspecting user. Therefore, it re-
mains important for health care specialists to vet and take
responsibility for the use of such information in the
health care setting to ensure that patients receive ac-
curate and reliable information.

Careful consideration, however, is needed when de-
ploying these tools in low-resource settings, as their use
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is subject to a range of technological, logistical, and cultural chal-
lenges, such as limited internet connectivity, data privacy and se-
curity, cultural mistrust, and cultural relevance of therapy materi-
als. Addressing these challenges is essential to ensure equity, ethical
standards, and effectiveness in the implementation of LLMs in low-
and middle-income countries. Furthermore, a collaboration be-
tween relevant stakeholders, such as health systems, technology
providers, and communities, is imperative.

There is an urgent need to continue discussing and developing
guidelines for the use of LLMs that take into consideration the needs
and conditions of the population being served, the availability and
quality of existing mental health resources, and the ethical and tech-
nical implications of using LLMs in therapy. Ethical frameworks and
human oversight are essential to ensure AI-powered systems are
used appropriately, and technical approaches, such as explainable
AI,10 may be useful to these endeavors. Another challenge that needs
addressing, as acknowledged by both critics and developers of LLMs,
is the perpetuation of existing cultural, gender, and language bi-
ases. The models are no better than the global pool of text on which
they are based, and this pool is rooted in male, Western, colonial
biases, thus generally perpetuating a homogeneous view of what a
healthy psyche looks like and how to achieve it. Thus, it is crucial that
those in the field of global mental health expand data on popula-
tions around the world in partnership with people with lived expe-

rience of mental health conditions in these settings. Tackling the
mental health inequities for LGBTQ+ persons, historically minori-
tized groups, and those whose voices have traditionally been
silenced will require that LLMs are built and refined with more
content and guidance from these groups. In addition, the diversity
of the world’s languages needs to be considered when tailoring
how LLMs are used for locally led mental health care; otherwise,
the biases of English-speaking WEIRD (Western, educated, indus-
trialized, rich, and democratic) populations will continue to domi-
nate care models and services. We postulate that the low-hanging
fruit in this discussion is to use LLMs to address the lack of special-
ist trainers and supervisors. We imagine a world in which the
human nonspecialist workforce expands while LLMs take over
some roles of specialists as supervisors and trainers of this human
workforce.

Large language models and other forms of AI will fundamen-
tally change how we treat mental disorders, allowing us to move away
from the current model in which most of the world’s population does
not have access to quality mental health services. Instead, the ad-
vances can diversify how care is provided, where, and by whom, and
assure greater quality to improve lives around the world. To realize
this potential, while reducing the potential for harm, substantial
effort should go toward the careful and thoughtful introduction of
these AI technologies into the field of global mental health.
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